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Abstract 
 
Hydrologic Implications of 20th Century Warming and Climate Variability in the 

Western U.S. 
 

Alan F. Hamlet 
 

Chair of the Supervisory Committee: 
Professor Dennis P. Lettenmaier 

Department of Civil and Environmental Engineering 
 

Variations in 20th century climate across the western U.S. from 1915-2003 are 

characterized by regionally-specific, decadal-scale shifts in precipitation regimes, 

combined with systematic increases in temperature across essentially the entire West.  

In a series of integrated studies we use both observations and hydrologic models to 

examine the hydrologic implications of these climatic changes.  In many areas of the 

West that have substantial snow accumulation in winter, warming has resulted in 

reductions in spring snowpack, earlier snowmelt, increased runoff in winter and less 

runoff in summer, earlier peak runoff and soil moisture recharge, and changes in natural 

flooding regimes.  Evaporation, while apparently increasing somewhat in many areas, 

has so far had relatively minor effects in comparison with interannual variations in 

precipitation.  Flood risks are affected by decadal and interannual variations in 

precipitation, by changes in precipitation variability apparent after the mid-1970s, and 

by warming via changes in antecedent snowpack and contributing basin area during 

storms. 

 

These hydrologic changes, although broadly characteristic of the West as a whole, vary 

spatially as a function of mid-winter temperature regimes.  Downward trends in spring 

snowpack, and related timing shifts in streamflow, soil moisture recharge, and 

evaporation, for example, are strongest in areas along the coast with mid winter 

temperatures close to the freezing point, and are largely due to temperature related 

effects.  Colder areas are also affected by warming to some degree, but variations in 

precipitation remain the dominant driver.  Simulated changes in natural flood risks that 



accompany large scale warming are also a complex function of mid-winter temperature 

regimes.  In strongly snowmelt dominant river basins, simulated flood risks are shown 

in most cases to decline with 20th century warming, because of reductions in spring 

snowpack.  For river basins near the freezing level in mid-winter the effects of warming 

on flood risks vary widely and increases or decreases in flood risks can occur in 

response to warming depending on the relative importance of changes in contributing 

basin area and antecedent snow conditions that are coincident with storms.  Flood risks 

in rain dominant basins are largely stationary in response to warming.   
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1. Introduction 

Although in the past climate has frequently been assumed to be stationary in time, it is 

now widely recognized as an important variable affecting hydrologic processes at a 

number of different time scales (Cayan et al. 1998; Dettinger et al. 1998; Hamlet and 

Lettenmaier 1999a; Mote et al. 2003; Piechota et al. 1997; Redmond and Koch 1991; 

Sheppard et al. 2002).  This improved understanding of the role of climate has resulted in 

major research initiatives to improve the understanding of climate dynamics and the 

impacts of climate variability and climate change on various scientific, engineering, and 

management problems.  Understanding past hydroclimatic variability is a central 

component of this research.  Historic observations are the basis for relating climatic 

variability to hydrologic processes, and provide the foundation for constructing and 

evaluating hydrologic models based on these physical relationships.  Using models, it is 

possible to more fully analyze the impacts of climate in the observed record, and also to 

project the impacts of climate forwards in time with lead times ranging from a few 

months up to a century or more (Hamlet and Lettenmaier 2000).   

 

Given suitable hydrologic simulation models and meteorological driving data sets, 

another important use of the observed climate record is to produce simulated hydrologic 

data as surrogates for long-term observations. Such an approach can improve the 

temporal and spatial resolution of observed hydroclimatic data, provide surrogates for 

unmeasured variables, and provide a means for more fully evaluating observed changes 

in climate and hydrologic variability at the regional and river basin scale. The use of 

models, for example, can facilitate clearly-defined diagnoses and sensitivity analyses that 

are not possible using observations alone.  Models also facilitate the examination of 

relatively large areas in a consistent manner, avoiding problems with inconsistencies 

between observing systems, missing data, or other issues frequently encountered in the 

analysis of observed data.  Furthermore, given that neither model simulations nor 
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observations are perfect realizations of the past, corroborating data from both sources 

greatly strengthens conclusions derived from analysis of the historic record.  

 

Global warming and its complex expression at the regional scale has presented many new 

challenges to the scientific and resource management communities associated with 

understanding the nature and implications of a rapidly evolving climate system.  

Although no attempt will be made here to rigorously attribute observed changes in 

regional scale climate to anthropogenic changes in the global climate system, there is a 

growing body of evidence that future hydrologic variability in the West may be 

systematically different from that of the past, particularly with regard to temperature 

related effects (e.g.  Gleick 2000).  Many climate models, for example, suggest that the 

western U.S. should be getting warmer and wetter in winter due to greenhouse warming 

and a resulting enhancement of the global hydrologic cycle (Dettinger et al. 2004; Gleick 

and Chalecki 1999; Mote et al. 2003; Stewart et al. 2004).  Because these effects are 

gradually evolving over time, and at least for temperature are expected to continue for 

centuries, there is a need to understand the current extent of regional warming, its 

coincidence with global changes, how far it has progressed in relation to the expected 

trajectory in the 21st century, what areas are most sensitive to warming, and so forth.  

These issues, in general, cannot be adequately addressed using observed data alone due to 

limitations in the kinds of observations that are available and to their spatial and/or 

temporal resolution and coverage.   In addition, retrospective investigations using models 

create a way for researchers to examine the extent to which the models used in 

forecasting future changes in hydroclimatic variability are successfully capturing the 

observed behavior in the historic record, an important issue associated with the design 

and implementation of global warming scenarios needed for long-term planning. 

 

Another underlying goal of this research has been to place the projected future impacts of 

regional warming in the context of changes that have occurred in the historic record and 

are actively taking place in the present tense.  Understanding what has happened (and is 
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currently happening) to the regional water cycle is arguably more effective than 

forecasting future impacts with lead times of several decades to a century, a time scale of 

prediction which has probably done more to foster indifference towards the impacts of 

warming on the part of many managers and planners than it has to promote an interest in 

adaptation (Gamble et al. 2003). 

 

In the following chapters we will develop long-term temperature and precipitation data 

sets and employ macro-scale hydrologic simulation tools to examine some key features of 

hydroclimatic variability in the western U.S.  This research is intended to improve the 

understanding of observed hydroclimatic variability in the western U.S. in the 20th 

Century and to examine linkages to climate variability at interannual and decadal 

timescales in the context of an evolving climate system.  The research is motivated in part 

by the following scientific questions: 

 

• How have variations in temperature and precipitation from the early 20th Century 

on (1916-2003) affected trends in hydrologic variables such as snowpack, volume and 

timing of runoff and baseflow, seasonal evaporation and soil moisture, and flood risk in 

the western U.S.? 

 

• Is the warming that has occurred over the western U.S. consistent with global 

warming signals, and is it possible to make a clear distinction between “natural” 

variations and the effects associated with the regional expression of large scale warming?  

Are temperature and precipitation different in this regard? 

 

• What role do regional climatic regimes and topographic variations play in 

defining the role of temperature and precipitation variability on hydrologic variations?  

What areas of the western U.S. are most sensitive to changes in temperature or 

precipitation changes and why? 
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• Do the hydroclimatic variations observed in the western U.S. over the 20th 

century corroborate simulations of climatic changes produced by global climate model 

scenarios?  For instance, is a hypothesis of wetter conditions in the western U.S. due to 

an intensified global hydrologic cycle born out in the observations?  If so, how have these 

changes affected hydrologic variability? 

 

• How do flood risks vary in response to changing climate and how can these risks 

be characterized and predicted in the context of interannual and interdecadal climate 

variability and longer-term variations associated with the regional expression of global 

warming? 
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2.  Overview of Hydroclimatic Foundation Research 

This chapter provides a brief overview of some hydroclimatic foundation research 

relevant to the investigations in subsequent chapters. 

2.1. Climatic Variations in the Western U.S. Associ ated 

with ENSO and PDO 

The El Niño Southern Oscillation (ENSO) is a cyclical climate phenomenon which 

expresses itself as variability of sea surface temperature (SST), wind, and rainfall in the 

tropical Pacific Ocean.  These patterns include changes in the location of tropical 

convection, which results in pronounced perturbations in the global climate system on 

seasonal to inter-annual time scales, particularly in the northern hemisphere winter.  The 

ENSO has been the subject of intense research, and an extensive tropical Pacific Ocean 

monitoring system (the Tropical Atmosphere Ocean (TAO) observing system) has been 

put in place which, in conjunction with physical and statistical models, has resulted in 

substantial long-range forecasting skill for ENSO (Barnston et al. 1994; Battisti and 

Sarachik 1995; Latif et al. 1998; Trenberth et al. 1998 ).  ENSO affects hydroclimatic 

variability in the western U.S. via changes in storm track behavior and winter 

temperatures (Dettinger et al. 1998; Piechota et al. 1997).  In the Pacific Northwest 

(PNW), for example, warm ENSO events are typically associated with warmer and dryer 

winter conditions while cool ENSO years are typically associated with cooler and wetter 

winters (Hamlet and Lettenmaier 1999a; Mote et al. 2003).    

 

The Pacific Decadal Oscillation  (PDO) (Mantua et al. 1997; Zhang et al. 1997) is a low 

frequency ENSO-like phenomenon that is associated with decadal scale variations in 

winter climate in the western U.S. (Hamlet and Lettenmaier 1999a;  Hidalgo and Dracup 

2003; Sheppard et al. 2002) .  In the PNW, for example, warm PDO epochs are 

associated with warmer and dryer winter conditions, whereas cool phase epochs are 
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typically cooler and wetter (Mote et al. 2003).  There are also apparent interactions 

between the telleconnections associated with the PDO and the ENSO (Dettinger et al. 

1998; Gershunov et al. 1998).   Based upon observed data from the 20th century, for 

example, the two phenomena have their greatest effects in the PNW when they are “in 

phase” with each other.  Warm PDO, warm ENSO years, for example, are frequently 

associated with below average winter precipitation and droughts in the PNW, whereas 

cool PDO, cool ENSO years are frequently associated with above average winter 

precipitation and river flow (Mote et al. 2003).   

 

The physical processes that cause the decadal scale climate variations associated with the 

PDO are the subject of intense debate in the atmospheric science community.  Some 

researchers argue that the PDO is not a true oscillatory climate phenomenon like the 

ENSO, but is rather the low frequency response of the global climate system to a 

particular sequence of ENSO forcing events (see e.g. Newman et al. 2003).  Others argue 

that the PDO, while affected by ENSO, is also partially independent from ENSO and is 

coupled to the global climate system in other ways (perhaps with feedbacks influencing 

ENSO itself) that account for its observed persistence and the clear association with 

decadal climate variability (see e.g. Latif and Barnett 1994).  A rigorous understanding of 

the predictability of the PDO and the physical causes of the observed abrupt transitions 

between predominantly warm or cool phase PDO epochs in the 20th century (sometimes 

called “regime shifts”) has not yet been established.   

 

The use of an interannual PDO index value (as opposed to predominantly warm or cool 

PDO epochs) in the analysis of retrospective data yields comparable linkages to 

hydroclimatic variability in the PNW.  This suggests that the PDO, while associated with 

a longer time scale of variation than ENSO, is also robustly linked to hydroclimatic 

variability at shorter time scales (Hamlet and Lettenmaier 1999a; Hamlet and 

Lettenmaier 2000).  Furthermore, the time series of the PDO index (Mantua et al. 1997) 

is highly autocorrelated in time and is also strongly correlated on an interannual time 
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scale with ENSO. Consequently simple regression techniques based on the previous 

year’s PDO index value and a forecast of an ENSO index (e.g. Nino 3.4) can be used to 

predict the coming mid-winter PDO index with considerable skill (Newman et al. 2003).  

Thus, in practical terms, it would appear to be possible to use forecasts of the interannual 

PDO index value in various climate applications with comparable lead times to those 

associated with ENSO forecasts.  

 

Relationships between PDO and ENSO and hydroclimatic variability have been used in 

developing experimental streamflow forecasting applications using both resampling 

approaches and integrated climatic and hydrologic modeling systems (Clark and Hay 

2004; Clark et al. 2004; Hamlet and Lettenmaier 1999a; Wood et al. 2002, 2005).  In 

retrospective studies, like those presented in chapters 4, 5, and 6, the ENSO and PDO 

indices are useful as diagnostic indicator variables, which can be used to segregate the 

historic climate record into climatically similar periods in a consistent manner (e.g. Miles 

et al. 2000; Mote et al. 2003).   

2.2. Climate Variability in the Context of Regional  

Warming 

Global change research has raised many important questions about the stationarity of 

climate and the relative roles of interannual and interdecadal climate variations (which 

are themselves potentially non-stationary in time) in comparison with more systematic 

long-term changes in the climate system due to global warming and its expression at the 

regional scale (IPCC 2001).  Many recent studies have identified the potential loss of 

snowpack and resulting streamflow timing shifts in the western U.S. as a significant 

impact pathway associated with warming (Gleick  2000; Hamlet and Lettenmaier 1999b; 

Knowles and Cayan 2002; Lettenmaier et al.1999; Mote et al. 2003).  These effects are 

also apparent in observed records of western U.S. snowpack and streamflow over the last 

50 years or so (Dettinger and Cayan, 1995; Mote et al. 2005; Stewart et al. 2005).  

Because of the relatively short observed record it has been somewhat uncertain to what 
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extent these observed changes are due to natural climate variability as opposed to more 

systematic changes occurring at longer time scales (such as the regional expression of 

global warming).  These issues inform this dissertation’s focus on quantifying the 

hydrologic changes that have taken place in the 20th century in the western U.S. and on 

improving the understanding of the underlying linkages to 20th century climatic 

variations. 
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3. Long-Term Precipitation and Temperature Data Set s 

This chapter summarizes and excerpts research published as: 

 

Hamlet, A.F., Lettenmaier, D.P., 2005: Production of temporally consistent gridded 

precipitation and temperature fields for the continental U.S., J. of Hydrometeorology, 6 

(3): 330-336 

3.1. Introduction and Background 

Digitized records of daily maximum and minimum temperature (TMAX and TMIN) and 

daily total precipitation (PCP) have been available for some time in electronic form from 

the National Climatic Data Service’s Cooperative Observer (Co-op) network for the 

period from 1948 to a few months prior to the present time.  These data have been 

gridded to produce long-term daily time step forcings for hydrologic models (e.g. Maurer 

et al. 2002) that in turn have been used in land surface water and energy balance studies 

(e.g. Maurer et al. 2001; Roads et al. 2003).  These data have recently been extended in 

electronic form to the beginning of the archival record [National Climatic Data Center 

(NCDC) DSI-3206 product], resulting in the potential to produce relatively high 

resolution gridded data sets for most of the last century.   Unfortunately, use of gridding 

methods like those described by Maurer et al (2002), or variations used by Cosgrove et 

al. (2003) are not generally appropriate for long-term trend analysis because of changes 

in stations and station locations over time.  In the western U.S., for instance, changes in 

station locations imply changes in the representation of topographic effects on 

precipitation and temperature, and can result in spurious trends in precipitation and 

temperature, and any variables derived from them. 

 

The motivation for this study came from problems initially encountered in attempting to 

use the data processing methods developed by Maurer et al. (2002) to produce longer 

precipitation and temperature records.  Despite good results for recent decades, our first 
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attempts to create longer data sets back to 1915 using the DSI-3206 data sets revealed 

serious problems with temporal inhomogeneities.  Simulated streamflows prior to 1950, 

for example, produced by essentially the same hydrologic models used by Maurer et al. 

(2002) were often strongly biased in comparison with those after 1950 (See e.g. Figure 

3.2), and it was clear that long-term trends in simulated hydrologic variables would be 

strongly influenced (if not dominated) by the temporal inhomogeneities in the driving 

data.   

 

Several issues must be considered in producing gridded meteorological data sets for 

hydrologic modeling studies.  These issues include:  

 

• quality control of the raw station data (including filling of voids, flagging of 

implausible values, corrections for measurement error, or adjustments for 

temporal inconsistencies in the data),  

• criteria for accepting or rejecting a particular set of station records for use as input 

to the gridding process,  

• choice of gridding techniques,  

• techniques for adjusting precipitation and temperature for topographic variations 

not present in the raw data,  

• and verification and evaluation of the final gridded data sets 

 

We address some of these specific issues in this paper, however for the most part we take 

as our starting point the data processing techniques developed by Maurer et al. (2002).  

These specific techniques, although not necessarily optimal in every regard, have been 

found to produce high quality macro-scale hydrologic simulations from 1950-2000 over 

the continental U.S. (Maurer et al. 2002).  On the basis of these consistently good results, 

we argue that these specific data processing methods are an appropriate and well-tested 

foundation for the research described here.  There is no loss of generality in this choice, 

however, because the methods for making temporal adjustments to gridded data sets that 
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we develop here can be applied equally well to other gridded data sets produced by other 

procedures. 

 

This chapter describes data processing methods to produce temporally and  

topographically adjusted meteorological driving data for hydrologic models that can be 

used to produce derived variables (e.g. soil moisture, snow water equivalent, runoff, and 

streamflow, among others) that are amenable to long-term trend analysis.  The methods 

we have developed are efficient in the sense that they do not require detailed station 

metadata (which are frequently unavailable) or labor-intensive, station-by-station 

corrections.  The temporal adjustment procedures are intended to maintain as much 

spatial information from the relatively high-density Co-op station network as possible, 

while adjusting the time series characteristics of the gridded data so that they have long-

term trends consistent with gridded data sets derived from a smaller number of carefully 

quality-controlled stations from the U.S. Historical Climatology Network (HCN) (Karl et 

al. 1990) and the Historical Canadian Climate Database (HCCD) (Mekis and Hogg 1999; 

Vincent and Gullett 1999).  The HCN and HCCD data archives are composed of long, 

continuous station records that have been corrected for changes in station location, 

instrumentation, time of observation, land use, etc.   

3.2. Data Processing Methods 

Sources of Data 

Three primary sources of meteorological data are used in the data processing sequence.  

The first is the daily time step NCDC Co-op data, supplemented by station data from 

Environment Canada (ECAN) for southern British Columbia in the Pacific Northwest 

(PNW).   The second is monthly time step HCN and HCCD data which are used as a 

“standard” in making temporal adjustments to the gridded Co-op data.  The third is the 

monthly precipitation maps produced by the Precipitation Regression on Independent 

Slopes Method (PRISM) method of Daly et al. (1994) which are used for topographic 

adjustments to the precipitation data. 
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Preprocessing, Quality Control,  and Gridding 

Raw Co-op station data for TMAX, TMIN and PCP from 1915-2003 were first extracted 

from NCDC archives.  For quality control purposes, upper limits were set on daily 

precipitation based on approximate climatological limits (from regional observations).  

Values less than zero or above the upper limit were removed and replaced with a missing 

data flag (-99).  The same was done for TMAX and TMIN for values less than -50 C or 

greater than 55 C.  These simple quality control checks were primarily intended to screen 

out implausible values due to, for instance, data entry errors or misinterpretation of data 

fields in written records.  Stations that did not have at least 365 days of data with no gaps, 

or did not have at least 1825 total days (about five years) of data were also removed.   

This procedure typically retains more stations in the gridding process than were used by 

Maurer et al. (2002),  who limited the stations to those with more than 20 years of data 

from 1950-2000. 

 

The data were then gridded to 1/8-degree latitude longitude resolution using the Symap 

algorithm (Shepard 1984 as applied by Maurer et al. 2002) using four nearest neighbors.  

The target grid points were the center of each 1/8 degree grid cell.  During the gridding 

process TMAX and TMIN were both lapsed by the pseudo adiabatic lapse rate (6.1 C per 

km) to account for differences between the target grid point and the elevations of the 

nearest stations used in the interpolation.  These steps are identical to those described by 

Maurer et al. (2002).  Exactly the same gridding process was applied to the monthly time 

step HCN and HCCD data except the number of nearest neighbors for PCP gridding was 

increased to 15 in the Symap algorithm to prevent sharp discontinuities in the gridded 

data as a result of the relatively low station density. 

Temporal Adjustments 

The next step was to perform temporal adjustments to the Co-op data set.  First, the 

gridded daily time step Co-op data were aggregated to monthly time step and both the 

monthly Co-op and HCN/HCCD data were indexed by calendar month.  Then, for each 
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calendar month, both the Co-op and HCN/HCCD time series were temporally smoothed 

using a Butterworth filter (Hamming 1989). The time series was filtered forwards and 

backwards to remove the phase shift, using the long term mean of the time series as 

initial starting values for the filter. The parameters used in the filtering process result in a 

temporal smoothing roughly equivalent to a three month running mean (Figure 3.1).  The 

choice of filtering parameters was based primarily on the criterion (five years of available 

data) for including a Co-op station in the gridding process.   In other instances a different 

filtering choice might be more appropriate.   In general decreasing the low pass cutoff 

frequency in the filter (i.e. more temporal smoothing) allows more spatial information 

from the Co-op data to remain in the final product, but also decreases the response time 

to sudden changes in the Co-op data time series.  Occasionally, filtering of monthly 

precipitation data produced small negative values.  These values were reset to zero. For 

each month in the gridded time series, the smoothed values were compared between the 

two data sets, and a new monthly value was obtained for the gridded Co-Op data as 

follows: 

 

For TMAX and TMIN: 

Co-opADJ (t)  =  Co-opRAW (t) +  [HCNHCCDFILT (t) – Co-op FILT (t)]  

 

For PCP: 

Case 1:  [HCNHCCDFILT (t) – Co-op FILT (t)]  >=  0 

Co-opADJ (t)  =  Co-opRAW (t) +  [HCNHCCDFILT (t) – Co-op FILT (t)]  

 

Case 2:  [HCNHCCDFILT (t) – Co-op FILT (t)]  < 0 

Co-opADJ (t)  =  Co-opRAW (t)  *  [HCNHCCDFILT (t) / Co-op FILT (t)]  

 

Where Co-opADJ (t)  is the adjusted monthly value for the Co-op data at time t, Co-

opRAW (t) is the unadjusted monthly value for the Co-op data at time t, 

HCNHCCDFILT (t) is the value of the smoothed HCNHCCD time series at time t, and 

Co-op FILT (t) is the value of the smoothed raw Co-op time series at time t.  The two 
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cases for rescaling the precipitation values were introduced to avoid unreasonably large 

multiplicative corrections that can occur in case 1, and potential negative precipitation 

values in case 2. 

 

Once the monthly Co-op values were adjusted in this manner, all the values for each 

calendar month were reassembled into a single gridded time series.  The final adjustment 

step was to force the daily time step Co-op data to reproduce the adjusted monthly values 

by rescaling the daily values within each month.  That is: 

 

For PCP: 

Daily_Co-opRESCALED(t)  =  Daily_Co-opRAW(t)  * [Co-opADJ(T)  / Co-opRAW(T)] 

 

For TMAX and TMIN: 

Daily_Co-opRESCALED(t)  =  Daily_Co-opRAW(t)   +  [Co-opADJ(T) - CoopRAW(T) ] 

  

Where t is the day in the daily time series, and T is the month in the monthly time series 

in which the day t occurs.  Note that PCP values are daily and monthly totals, and TMAX 

and TMIN values are daily values and monthly averages. 

 

It should be noted that the objective of the procedures described above is to remove gross 

temporal inconsistencies in the daily Co-op data at the time scale of the temporally 

filtered data.  Spatial information at the daily time step is retained from the Co-op data, 

and even the monthly Co-op data are not required to exactly match the equivalent 

HCN/HCCD monthly values.  Rather only the two smoothed time series are forced to 

match each other.  In this way trends in the final data closely match those in the more 

temporally homogeneous HCN and HCCD data, without forcing a perfect match between 

the gridded HCN HCCD data and the gridded Co-op data that would effectively remove 

the increased spatial information from the Co-op data (Figure 3.1). 
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Figure 3.1: Example of temporal corrections for January precipitation at a single grid location.  Upper 
panels show temporally smoothed monthly time step Co-op and HCN HCCD data.  Lower panel shows 
HCN HCCD data, unadjusted monthly Co-op data, and the adjusted monthly Co-op data. 

Topographic Adjustments 

Once the temporal adjustments were applied to the daily time series, the topographic 

adjustments to precipitation described in Maurer et al. (2002) were carried out.  These 

adjustments, which were indexed to the period 1961-1990, forced the long term mean of 

the temporally adjusted Co-op data for each grid cell to match those in the PRISM 

precipitation maps (Daly et al. 1994).  Although here we followed the simple procedure 

outlined by Maurer et al. (2002) for adjusting temperature data for topography (discussed 
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above), similar methods to those used for topographic adjustment of precipitation could 

also be used to adjust temperature data.   

Wind Data 

In addition to precipitation and temperature and other variables derived from these data 

(e.g. downward solar and longwave radiation, and specific humidity)  hydrologic models 

(and in particular the Variable Infiltration Capacity model described below) also use 

estimates of daily 10m wind speed, which Maurer et al (2002) took from the NCEP-

NCAR Reanalysis  (Kalnay et al. 1996).  The reanalysis products are available from 1949 

on; prior to 1949, a daily wind climatology derived from the post 1949 period was used.   

3.3. Results 

Macro Scale Evaluation of Results Using Naturalized Streamflow Data  

We simulated daily time step streamflow (subsequently aggregated to monthly) using the 

Variable Infiltration Capacity (VIC) model (Liang et al. 1994;  Cherkauer and 

Lettenmaier 2003) driven by the adjusted gridded forcing data.  The VIC model was 

implemented at 1/8th degree spatial resolution over the western U.S., and was run in 

daily water balance mode with a one hour snow model time step (see Hamlet et al. 2004 

for additional VIC implementation details).  The models had been calibrated using data 

from 1950-2000, and the model was not recalibrated for the period prior to 1950. 

 

To evaluate the effect of the adjustments to the driving data described above we 

compared VIC simulations for “adjusted” and “unadjusted” driving data sets for the 

Pacific Northwest.   Both driving data sets were derived from exactly the same station 

records and were processed in an identical manner, except the “unadjusted” data set did 

not include the temporal corrections.  Simulated streamflow records from VIC were 

compared with naturalized streamflow observations (water management effects removed) 

for sixteen locations in the Columbia River Basin.  All of these sites are snowmelt 

dominant and most of the annual runoff occurs from April-September.   After about 1950, 
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characteristic differences between simulated streamflows derived from the adjusted and 

unadjusted data sets are relatively small in comparison with the pre-1950 period.  As an 

example, Figure 3.2 (upper panel) shows a time series of April-September average 

streamflows for the South Fork Flathead River at Hungry Horse Dam from 1931-1989 for 

unadjusted VIC simulations, adjusted VIC simulations, and naturalized observations.  

Figure 3.2 (lower panel) shows a time series of the absolute errors for the two VIC 

simulations relative to the observed data.  Prior to about 1950, the simulations based on 

the unadjusted met data are very strongly biased in comparison with the post-1950 

period, and the time series of absolute errors (Figure 3.2b) displays an obvious downward 

trend with time due to spurious trends in precipitation in the unadjusted gridded data set. 

By contrast the simulations associated with the adjusted met data show relatively 

stationary error characteristics over time.  Note that this particular basin is fairly small 

(~4280 km2), and the loss of spatial information associated with the temporal 

adjustments appears to reduce the accuracy of the simulations in a few years in the post-

1950 period.  In larger basins, loss of spatial information is less important and the 

simulations derived from adjusted and unadjusted data sets are typically in very close 

agreement after about 1950.  

 

Figure 3.3 shows a scatter plot of the root mean square error (RMSE) for the time series 

of April-September average streamflow derived from the “adjusted” (x axis) and 

“unadjusted” (y axis) VIC simulations from 1931-1950 for sixteen sites in the Columbia 

Basin.   Note that the adjustment procedure tends to produce robust improvements prior 

to 1950:  either reducing the RMSE or leaving it essentially unchanged.  Although a long 

unadjusted driving data set for testing was only produced for the Pacific Northwest, VIC 

streamflow simulations in the Colorado and Sacramento/San Joaquin basins were also 

compared with naturalized observations and were found to have stationary error 

characteristics throughout the time series using the temporally adjusted met data.   
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Figure 3.2:  Comparison of “adjusted” and “unadjusted” VIC simulations and naturalized observations for 
the S.F. Flathead River at Hungry Horse Dam, MT.  Upper panel shows a time series of April-September 
average streamflow from 1931-1989.   Lower panel shows a time series of absolute error for the adjusted 
and unadjusted streamflow simulations from 1931-1989.  
 

In larger sub basins, the agreement with observations over the entire time series was quite 

good for the most part.  These evaluations demonstrate that the temporal corrections to 

the driving data sets result in temporally homogeneous monthly water balance 

simulations for a wide range of topographic and climatic conditions throughout the West 

without any recalibration of the hydrologic model for the earlier parts of the record. 
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Figure 3.3:  Root mean square error for simulated April-September average streamflow from 1931 to 1950 
relative to naturalized flow observations for sixteen locations in the Columbia River basin shown as a 
scatter plot with the RMSE associated with “adjusted” data on the x-axis and RMSE associated with 
“unadjusted” data on the y axis.   

Macro Scale Evaluation of Results Using Observed Snow Water Equivalent 

Comparison with relative trends in April 1 snow water equivalent (SWE) from snow 

course observations also show excellent broad-scale agreement between the VIC 

simulations and observations over the West for the last 50 years (see Mote et al. 2005 and 

Hamlet et al. 2005  for details).  For the model to be able to reproduce these spatial and 

temporal features of snow accumulation and melt, the meteorological forcing data must 

accurately represent both the time history and topographic characteristics of both 

temperature and precipitation over a wide range of conditions.   

Data Availability and Archiving 

At the time of this writing the forcing data sets and associated hydrologic testing were 

complete for river basins west of the continental divide, and are available at the web site 

www.hydro.washington.edu/Lettenmaier/gridded_data/index.html.  The forcing data set 
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for the continental US will be completed over the next six months to a year and will be 

made publicly available at the same URL.  Archival details have not yet been decided, 

but the data will be available in a comparable format to the previous forcing data sets 

described by Maurer et al. (2002). 

3.4. Summary and Conclusions 

Without temporal adjustments, long-term gridded meteorological data sets frequently 

contain significant temporal inhomogeneities that prevent meaningful trend analysis of 

simulated hydrologic variables.  The data processing procedures described in this paper 

are shown to produce meteorological driving data sets that are temporally consistent over 

long periods of record.  Based on VIC hydrologic simulations from 1916-2003 and 

comparison to observations of streamflow and snow water equivalent, we conclude that 

the meteorological forcing data produced by these methods (and the associated 

hydrologic simulations) are broadly suitable for trend analysis of simulated hydrologic 

variables at the macro scale.  

 

Although these data processing methods were implemented to produce meteorological 

forcing data sets in the continental U.S. and southern British Columbia, they are equally 

suitable for other areas of the globe for which there are long, temporally consistent 

station records and appropriate data upon which to base topographic adjustments to 

precipitation.  Use of the data from the Global Historical Climatology Network, for 

example, would permit the temporal corrections described here to be applied to many 

developed areas outside the U.S. (e.g. in Europe and Asia). 
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4. Effects of 20 th Century Warming and Climate 

Variability on Snowpack Trends 

This chapter summarizes and excerpts research published as: 

 

Hamlet, A.F., Mote, P.W., Clark, M.P., Lettenmaier, D.P., 2005: Effects of temperature 

and precipitation variability on snowpack trends in the western U.S., J. of Climate, 18 

(21): 4545-4561 

4.1. Introduction and Background 

Snowpack is crucial to the water resources of the western U.S. (Serrese et al. 1999).  A 

dominant fraction (by some accounts more than 70 %) of streamflow in the western U.S. 

originates as melting montane snowpack.  Over most of the western U.S., precipitation in 

the mountains is strongly winter-dominant and snow accumulation (along with storage in 

the soil and groundwater) are the primary physical mechanisms by which winter 

precipitation is stored and transferred to the relatively dry summers.  For river basins with 

substantial snow accumulation, scenarios of increasing winter and spring temperatures in 

climate change assessments typically result in increased winter runoff, reduced peak 

water equivalent stored as snow, earlier peak streamflows, and reduced summer 

streamflow volumes (e.g. Cayan 1996; Dettinger et al. 2004; Gleick and Chalecki 1999;  

Gleick 2000;  Hamlet and Lettenmaier 1999b; Lettenmaier and Gan 1990; Leung et al. 

2004; Knowles and Cayan  2002; Lettenmaier et al. 1999; McCabe and Wolock 1999; 

Mote et al. 2003;  Service 2004).   

 

Observational studies have also shown increasing trends in both temperature and 

precipitation over the western U.S. in the 20th century (McCabe and Wolock 2002; Mote 

et al. 2003, Mote 2003a; Shepard et al. 2002) and wide-spread trends towards earlier 

runoff timing in the western U.S. associated with earlier spring snowmelt (Dettinger and 
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Cayan 1995; Stewart et al. 2005; Reganda et al. 2004).  Mote (2003b) examined trends in 

April 1 SWE for the U.S. Pacific Northwest (PNW) and Mote et al. (2005) have extended 

the earlier study to examine snow course records over the entire western U.S. and 

southern British Columbia (BC).  These studies both show strong downward trends in 

April 1 SWE over most of the domain from about 1950 onwards.  Mote et al. (2005) also 

corroborated observed SWE trends by comparing simulated and observed SWE trends 

from 1950 to 1997 and used correlations between April 1 SWE and winter temperatures 

to show that temperature trends were a major driver of these observed trends, particularly 

at moderate elevations with relatively warm winter temperatures.  The role of 

temperature and precipitation in determining snowpack variations was also examined by 

Serrese et al. 1999. 

 

Observed data provide direct empirical evidence of trends in SWE over the western U.S., 

but model simulations are needed to corroborate and extend these observations in order to 

avoid problems with limited spatial coverage, coarse temporal resolution, and longevity 

of observed data sources (see also Mote et al. 2005).  Observations from snow course 

measurements (i.e. direct measurements of average SWE over a small transect), for 

example, have had a reasonably consistent level of coverage over the western U.S. for the 

period from about 1950-present, but the number of observations declines rapidly prior to 

1950, and coverage is very uneven before about 1940 (Mote et al. 2005).  These changes 

in station density prevent a consistent analysis for a period of record longer than about a 

half century.  This is important because the period of record 1950-present has been 

shown to contain substantial (and regionally specific) trends in precipitation and 

temperature that are strongly influenced by climatic variability associated with the El 

Niño Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO) (Dettinger 

et al. 1998, Gershunov and Barnett 1998; Hamlet and Lettenmaier 1999a; Hidalgo and 

Dracup 2003; Mantua et al. 1997; Mote et al. 2003; Shepard et al. 2002).  In particular, 

the precipitation trends that accompany the well-known shift in the PDO from cool phase 

to warm phase in 1976-1977 (Mantua et al. 1997) are a confounding element in the 
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attempt to attribute observed losses of SWE from 1950-present  to long-term changes in 

climate. 

 

Another important issue is that observations of SWE are representative of only a small 

subset of the spatial domain, and relatively few observations are available at very high 

elevations or in the transient snow zone where winter snowpacks are ephemeral.  These 

areas that are not well observed are a dominant fraction of the land area and of the SWE 

contributing to streamflow in the mountainous western U.S. and, in the case of the 

transient snow zone, they represent one of the most sensitive areas to warming.  Thus a 

comprehensive understanding of long-term changes in western U.S. snowpacks and 

associated water resources impacts requires attention to not only a period of record longer 

than the last 50 years, but to parts of the domain not covered by the snow course 

observations, the locations of which were dictated by short-term water supply forecasting 

needs, rather than detection of the impacts of climate variations.   

 

In addition, snow course observations lack temporal resolution (they are typically 

reported only on the first of the month), and are unavailable before mid-winter at most 

stations.   Automated observations of SWE via the Natural Resources Conservation 

Service Snowpack Telemetry (SNOTEL) network are available at daily time step 

throughout the snow season, but the longest records available for these observations go 

back only slightly more than 20 years in all but a few isolated cases. Thus observations 

alone cannot provide useful information about long-term trends in patterns of snow 

accumulation and melt (such as date of peak accumulation, date of 90% melt, etc.). 

 

While the use of model simulations introduces uncertainties into the analysis that are not 

present in observational studies, these uncertainties can be minimized if the model 

forcing data are carefully quality controlled, and the use of model simulations avoids a 

number of important limitations in the observed data sets discussed above.  Here we 

examine simulations of spring SWE on March 1, April 1, and May 1, with particular 
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attention to the critical April 1 date, which corresponds roughly to the date of maximum 

snow accumulation over much of the mountainous western U.S..  By isolating the effects 

of temperature and precipitation trends in the model’s forcing data set in separate model 

runs, we also use the model to examine explicitly the effects of temperature and 

precipitation variability on SWE trends.  The role of decadal-scale variability on SWE 

trends is also examined by selecting periods of record for analysis that reflect known 

shifts in decadal variability associated with the PDO (Mantua et al. 1997).   

 

It is worth noting here that the trends in precipitation in the PNW appear to be 

consistently related to the PDO time series (i.e. dry to wet from 1925 to 1976 associated 

with warm to cool PDO; and wet to dry from 1947 to 2003 associated with cool to warm 

PDO) (Hamlet and Lettenmaier, 1999a; Mote et al. 2003; Mote 2003a), whereas a 

consistent relationship between precipitation trends and the PDO over time is not 

necessarily apparent in other parts of the domain, perhaps most notably in the Colorado  

River basin  (Hidalgo and Dracup 2003). 

  

The questions that motivate this paper are:  1) To what extent are observed trends in 

western U.S. snowpack attributable to precipitation and temperature trends, and how do 

these effects vary with region, topography, climate and the time period examined?  2)  

What areas of the western U.S. show the greatest trends in simulated snowpack, and what 

are the specific climatic regimes associated with these areas?  3)  What is the role of 

decadal climate variability in determining the observed snowpack trends?  4) What 

changes in the timing of snow accumulation and melt are apparent and how do they vary 

with region, topography, and climate? 

4.2. Hydrologic Model and Meteorological Driving Da ta 

VIC Hydrologic Model 

We use the Variable Infiltration Capacity (VIC) hydrologic simulation model (Liang et 

al. 1994; Cherkauer and Lettenmaier 2003) implemented at 1/8 degree 
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(latitude/longitude) spatial resolution over the western US and southern BC.  The 1/8 

degree grid cells are roughly 12km by 10km, varying in size to some degree with latitude 

over the domain.  Daily SWE for each grid cell (which represents the areal average SWE 

for the mosaic of elevation bands and vegetation types within the cell) is the primary 

output used in this study.  SWE simulations from each elevation band were also used for 

comparison with point data from the snow course records, although these results are only 

briefly discussed here.  We do not examine other variables from the simulations in this 

study, but the model also simulates a detailed water balance in each cell.  Simulated daily 

runoff from the model produced by the runs in this study will be used in subsequent 

studies to examine changes in the water balance associated with changes in snow 

accumulation and melt.  The VIC model has been used in numerous climate studies of 

large river basins around the world (e.g. Nijssen et al. 2001), and has been well validated 

with streamflow observations, particularly in the mountainous western U.S. (Christensen 

et al. 2004; Hamlet et al. 2006 (Chapter 6); Hamlet and Lettenmaier 1999b; Maurer et al. 

2002; VanRheenen et al. 2004).  The model has also been used extensively for 

streamflow forecasting applications (Hamlet and Lettenmaier 1999a; Hamlet et al. 2002; 

Wood et al. 2002) and for climate change assessments (Christensen et al. 2004; Hamlet 

and Lettenmaier 1999b; Payne et al. 2004; Snover et al. 2003, VanRheenen et al. 2004;  

Lettenmaier et al. 1999).  For this study we primarily make use of the detailed energy 

balance snow model incorporated in the VIC model (Cherkauer and Lettenmaier 2003).   

The snow model is well suited for simulating mountain snowpack and includes the 

effects of forest canopy on snow interception and the attenuation of wind and solar 

radiation, which are fundamental drivers of snow accumulation, sublimation, and melt 

processes (Storck 2000; Storck et al. 2002).   

Meteorological Driving Data 

For this study, a new climate data set was developed following methods outlined by 

Hamlet and Lettenmaier (2005)(Chapter 3).  This data set was intended specifically for 

application to problems where careful quality control to avoid spurious trends in long 
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records of daily temperature and precipitation is necessary. Daily values of maximum 

temperature, minimum temperature, and total precipitation were obtained for 1915-2003 

at the 1/8 degree latitude-longitude spatial resolution by interpolating daily values from 

National Weather Service Cooperative Observer stations using the Symap algorithm 

(Shepard 1984) following methods described in Maurer et al (2002).  Temperatures were 

lapsed by 6.1° C per km (i.e. the theoretical moist adiabatic lapse rate) during the 

interpolation process, and precipitation was scaled for topographic effects using monthly 

precipitation maps produced by the PRISM algorithm (Daly et al., 1994).  Maurer et al. 

(2002) describe these data processing steps in more detail.  Temporal inhomogeneities 

(e.g. inconsistencies in time due to changing station groups, station moves, changes in 

instrumentation, urban heat island effects, etc.) in the regridded time series were adjusted 

for each calendar month using regridded and temporally smoothed data from the US 

Historical Climatology Network and the monthly Historical Canadian Climate Database.  

Additional technical details are available in Hamlet and Lettenmaier (2005)(Chapter 3). 

 

Despite the fact that the model forcing data are carefully quality controlled, there are 

inevitably some limitations associated with the approach.  One is that the gridded 

(precipitation and temperature) forcing data are derived primarily from low or moderate 

elevation stations.  Because the trends in the temperature and precipitation data are 

ultimately derived from the time series of these low elevation stations, there is no explicit 

information contained in the driving data set regarding potentially different trends at very 

high elevations.  In some parts of the domain, the primary driving data are also quite 

sparse, which may result in gridded data that may artificially suppress spatial variability, 

especially at short (e.g. daily) time steps. Topographic adjustments to the precipitation 

and temperature data (discussed above) likewise tend to suppress spatial variability in the 

gridded product.  These limitations in the forcing data, while important for high 

resolution modeling applications, are generally of secondary importance here.  One major 

reason is that snow accumulation and ablation in mountainous regions is dominated by 

the characteristics of accumulated precipitation in snowpacks, and issues associated with 
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suppression of spatial variability tend to be filtered out.  In any event, the model is able to 

reproduce observed trends in spring snowpack quite well at a macro scale over the 

western U.S. (as discussed below), hence it meets the requirements for a study such as 

ours that focuses on macroscale aspects of the snow accumulation and ablation process. 

Role of Temperature and Precipitation Driving Data in the Snow Simulations 

The relationship between hourly snowfall and precipitation estimates in the model 

forcing data is fairly straight-forward.  The phase of the precipitation is determined by a 

simple partitioning scheme based on estimated hourly time step temperatures (derived 

from Tmax and Tmin) during the simulation. Temperatures below  -0.5  °C are assumed 

to result in precipitation that is 100% snow, those above 0.5  °C are assumed to result in 

100% rain, and a linear relationship is assumed between these two extremes.   

 

Temperature driving data play a much more complex role in the simulations.  Aside from 

the direct effects of temperature on convective heat transfer from the air to the snowpack  

(e.g. Storck 2000), temperature also affects snow accumulation and melt in the model due 

to meteorological variables that are derived from the temperature data.  The difference 

between Tmax and Tmin determines the attenuation of solar radiation and variations in 

long-wave radiation due to cloudiness, for example, and Tmin is used in calculating the 

dew point and vapor pressure deficit which influence snow sublimation (Thornton and 

Running 1999).  Thus trends in temperature are also indirectly related to trends in long 

and short wave radiation, humidity, and vapor pressure contributing to sublimation and 

snowmelt and in the model.  When we refer to “temperature related trends” in later 

sections of the paper, we are referring to trends associated with these indirect effects as 

well. 

Evaluation of Simulated SWE trends 

In corroborating trends in observations with the model results from this study, Mote et al. 

(2005) show remarkable broad-based agreement over the western U.S. between observed 

trends in April 1 SWE from 1950-1997 and trends derived from VIC simulations of SWE 
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for the same period.  Although some differences in the absolute value of relative trends 

are apparent, it is clear that the model successfully captures the large-scale characteristics 

of the spatio-temporal trends of snow accumulation and melt over the western U.S..  It is 

largely on the basis of this comparison and the longer streamflow comparisons discussed 

by Hamlet and Lettenmaier (2005)(Chapter 3) that we argue that the model results 

provide a reasonable surrogate for observations from 1916 to 2003 and are suitable for a 

trend analysis at these spatial scales.   

 

It should be noted however that on a point by point basis, there are often substantial 

differences between the SWE observations analyzed by Mote et al. 2005 and the VIC 

simulations, both in absolute value and in relative trends. These differences between 

simulations and observations are primarily due to the fundamental differences in spatial 

scale between observations and simulations, and to frequent discrepancies between the 

actual precipitation and temperature at snow course sites (a point within the VIC cell) and 

the gridded meteorological driving data used in the VIC simulations.  Snow courses are 

also generally located in open areas, which is inconsistent with the VIC simulations in 

parts of the domain with substantial forest canopy. 

 

The issues associated with the model forcing data are to be distinguished from validation 

of the VIC snow model itself.  When the model is driven by accurate temperature, 

precipitation and vegetation characteristics (i.e. in locations where there is a nearby 

meteorological station and detailed information about the vegetation), the model very 

closely reproduces daily snow accumulation measurements recorded at these same 

locations (see e.g. Storck 2000).  Furthermore, additional analysis (not shown) found 

good general agreement between monthly VIC snow accumulation and melt statistics 

(e.g. date of peak snow accumulation, volume of accumulation and melt in each month, 

etc.) and those extracted from daily time step observations from SNOTEL stations.  

These comparisons with the SNOTEL observations helps to confirm that the VIC model 
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captures the primary physical mechanisms associated with winter climate and topography 

that ultimately determine trends in mountain snowpack.   

 

Mote et al. (2005) also examined the model’s ability to capture the relationship between 

winter temperature regimes and trends in April 1 SWE in the observations from 1950 to 

2003.  The model successfully reproduces this relationship over most of the western U.S., 

however in some specific parts of the domain the model does display some bias.  There 

are, for example, some apparent systematic errors in the trends in high elevation 

precipitation in the Sierra Nevada Mountains in the model forcing data that result in a 

general bias towards smaller simulated upward trends in the high elevation areas in the 

southern part of the domain, and there are larger downward trends in simulated SWE at 

moderate elevations in California from 1950 to 1997 than are apparent in the 

observations. In the case of the lower elevation sites in CA, this problem might be partly 

attributable to sampling bias in the observations, or to inaccurate temperature lapse rates 

in spring when the weather is clear (i.e. the model forcing temperatures are probably 

biased towards warmer temperatures on clear days at high elevations because of the 

assumption of a fixed pseudo-adiabatic lapse rate--see Hamlet and Lettenmaier 2005 

(Chapter 3)). 

4.3. Methods and Experimental Design 

The VIC model (version 4.0.5) was run from 1915 to 2003 at 1/8-degree resolution over 

the 16526 grid cells that comprise the continental U.S. west of the Continental Divide, 

plus the portion of the Columbia River Basin that lies in southern British Columbia (see 

Figure 4.1).  In the following we will refer to the Pacific Northwest (PNW), California 

(CA), Colorado River Basin (CRB), and Great Basin (GB) as sub-regions of this domain.  

The snow model time step was one hour, which was required to capture the effects of the 

diurnal cycle of temperature and solar radiation on snow accumulation and melt.  In the 

absence of shorter time step observations, daily total precipitation was equally distributed 

throughout the 24 hours of the day. To represent subgrid topographic variability, the 
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model uses up to five equal-area elevation bands with a vertical interval of approximately 

500 m.  Simulated SWE values are reported as the area weighted average SWE over all 

the elevation bands in each cell, each of which includes a vegetation mosaic comprised of 

up to 10 vegetation types.  The vegetation characteristics of each cell were assumed to be 

stationary with time in the simulations.   Note that the SWE values reported from the 

model represent the average snow water content over the entire grid cell which can be 

quite different from the value that would be simulated for any particular point location 

within the cell.  Elevation bands in each grid cell with July mean temperatures below 10° 

C were assumed to be above the tree line (Körner 1998) and vegetation classes with an 

overstory (if any) were removed from these bands during the simulation.   The first nine 

months of the simulation (Jan 1, 1915-Sept 30, 1915) were used as model spin up and 

were discarded.  This spin up is adequate for snow simulations, for which there is 

essentially no year to year carryover effect.  Figure 4.1 shows the 1/8th-degree digital 

elevation model for the simulation domain, average DJF temperatures for each grid cell, 

and average Nov-March precipitation summarizing the model forcing data.   

 

Elevation (m) DJF Temp (C) NDJFM Pcp (mm)

PNW

CA CRB

GB

Canada

USA

 
Figure 4.1  Topographic and climatic characteristics of the 1/8th degree VIC hydrologic model simulation 
domain 
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Three different model runs were made: 

 

1) Base Run:  Unperturbed precipitation and temperature data from the 

meteorologicall input files (daily total precipitation and minimum and maximum 

temperature and wind speed) were used to drive the model.  Trends in SWE are 

the result of both temperature and precipitation variations. 

 

2) Fixed Precipitation (fixed P) Run:  The precipitation forcing data were fixed (for 

each calendar month) at the climatological value for each grid cell, but daily 

temperature was allowed to vary as in the original time series. Trends in SWE are 

the result of trends in temperature and other temperature-related meteorological 

variables alone. 

 

3) Fixed Temperature (fixed T) Run:  The temperature forcing data were fixed (for 

each calendar month) at the climatological value for each grid cell, but daily 

precipitation varied as in the original time series. Trends in SWE are the result of 

precipitation trends alone. 

 

For the fixed P and fixed T runs, the forcing data were perturbed as follows:   For each 

grid cell, a monthly climatological value for either precipitation or temperature was 

calculated for each calendar month (i.e. a separate climatology for January, February, 

etc.).  Then the daily time series of the variable to be held constant was forced to 

reproduce this climatological value in each month of the simulation – that is, the daily 

values were allowed to vary within the month as in the original time series, but the 

monthly totals (precipitation) or averages (maximum and minimum temperature) in each 

calendar month are identical in each year of the simulation.  This method preserves the 

daily covariance between temperature, precipitation, solar radiation, etc., while removing 

the trends and monthly variation in the fixed variable from the simulation.  Note that an 

average seasonal cycle remains in the fixed variable after this adjustment.  Wind data 



 

 

32 

were allowed to vary as in the original time series in each case.  If precipitation and 

minimum and maximum temperature were all held fixed as described above, the mean of 

the resulting simulated SWE would be comparable (but not equal) to the long-term mean 

for each calendar date in the base simulation and any trends in the simulated SWE would 

be small.  It should be noted that the timing of precipitation within the month is 

unaffected by these adjustments.  This has some important implications when evaluating 

the fixed P trends in the calendar date of 10% snow accumulation discussed in later 

sections, for example. 

 

March 1, April 1, and May 1 SWE values were extracted from the model output files for 

four time periods based on warm and cool PDO epochs defined by Mantua et al. (1997) 

as follows: 

 

A)  1916-2003  (full period) 

B)  1925-1976  (warm PDO to cool PDO) 

C)  1947-2003  (cool PDO to warm PDO) 

D)  1925-1946 concatenated with 1977-2003  (warm PDO to warm PDO) 

 

Linear trends were calculated for the time series for each grid cell, and were normalized 

by the long term mean of the simulated April 1 SWE for each cell over the time period of 

analysis (i.e. the trends for scenario “C” were normalized by the mean SWE calculated 

from the 1947-2003 data).  Cells included in the plots were required, on average, to have 

at least 50 mm of SWE on April 1 in order to avoid including spurious trends in the 

analysis. 

 

For each grid cell, a time series of the date of peak SWE  [day 1 = Sept 1,  day 365 (or 

366 in leap years) = Aug 31] was extracted from the daily time series of simulated SWE, 

as well as the day associated with 10% of peak accumulation and 90% melt.  Linear 
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trends were calculated for each of these variables from 1916 to 2003 for the Base, fixed P 

and fixed T simulations. 

4.4. Results and Discussion 

Notes on Presentation of Results and Interpretation of Figures 

The results in this section will be summarized primarily using spatial plots of the trends 

in SWE in each grid cell and scatter plots showing the relationship between average mid-

winter (DJF) temperatures in each cell and the trends in SWE.  The dots in the scatter 

plots are color coded so that the different regions in the domain can be distinguished.  By 

comparing the patterns in these figures for the base, fixed P and fixed T runs, qualitative 

conclusions about the effect of temperature and precipitation trends on the overall trends 

can be drawn.  DJF average temperatures for each grid cell used in the scatter plots of 

trend vs. winter temperature were calculated from the VIC driving data from 1916 to 

2003 and are independent of the period of analysis used. 

SWE Trends for March 1, April 1, and May 1 for 1916-2003 (“A”) 

To begin with, we show overall trends in simulated SWE for March 1, April 1, and May 

1 for the base run from 1916 to 2003 (Figure 4.2).   As noted above, only grid cells with 

average SWE greater than 50 mm on April 1 are shown.  The results show downward 

trends over many grid cells in the domain, and a relationship between mid-winter 

temperatures and the relative trends in SWE characterized by an inverted “J” shape in the 

scatterplots.  As we shall see in subsequent sections this relationship is characteristic of 

downward trends in snowpack associated with warming.  Downward trends in SWE on 

April 1 and May 1 are more widespread than for March 1.  A substantial part of the 

domain shows upward trends in SWE, particularly over much of the Columbia River 

basin.  As we shall see in subsequent sections, these upward trends in SWE are primarily 

due to upward trends in precipitation. The increased scatter for May 1 that is evident in 

Figure 4.2 is probably due to the fact that many grid cells have relatively small amounts 

of snow remaining on May 1.   
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Figure 4.2  Relative trends (% per year) in simulated SWE for three calendar dates for the period from 
1916-2003 [Black pixels in the spatial plots are off scale on the low side.  Scatter plots are color coded:  
PNW = red, CA = blue, CRB = green, GB = black 

Results for 1916-2003(“A”) 

This period is characterized by widespread, modestly upward trends in precipitation that 

result in upward trends in SWE in the fixed T simulations (Figure 4.3c) and strong 

downward trends in SWE due to upward temperature trends over essentially the entire 

domain in the fixed P simulations (Figure 4.3b). Thus the majority of the downward 

trends in SWE from 1916 to 2003 are attributable to large scale warming which 

overwhelms the effects of wide-spread increases in winter precipitation.  Note, for 

example, the predominantly upward trends in grid cells in CA associated with 

precipitation (Figure 4.3c), but predominantly downward trends for CA in warmer areas 

with DJF temperatures above about -2.5° C (Figure 4.3a).  Several distinct climatic 

regimes are also apparent in these results, which will be discussed separately below.   
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Figure 4.3  Relative trends (% per year) in simulated April 1 SWE for 1916-2003:  a) combined effects of 
temperature and precipitation trends, b) effects of temperature trends alone, c) effects of precipitation 
trends alone. [scatter plots are color coded:  PNW = red, CA = blue, CRB = green, GB = black] 

Results for 1924-1976 (“B”) 

Strong upward trends in precipitation throughout the region dominate the SWE trends in 

this period (Figure 4.4c), and upward trends in SWE follow these precipitation trends 

over most of the domain (Figure 4.4a). The overall trends in precipitation appear to 

reflect a shift from wide-spread drought from 1925-1946 to wetter conditions overall in 

the second half of the period. The fixed P analysis (Figure 4.4b) shows that there is not a 

consistent trend in SWE due to temperature alone, and this is the only period examined 
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for which there were substantial upward trends in SWE associated with downward trends 

in temperature (and solar radiation) alone.   
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Figure 4.4  Relative trends (% per year) in simulated April 1 SWE for 1925-1976:  a) combined effects of 
temperature and precipitation trends, b) effects of temperature trends alone, c) effects of precipitation 
trends alone. [scatter plots are color coded:  PNW = red, CA = blue, CRB = green, GB = black] 

Results for 1947-2003 (“C”) 

The 1947 to 2003 period of analysis corresponds most closely with the period of record 

covered by the snow course and streamflow observations that were discussed in the 

introduction.  This period is characterized by different precipitation trends in different 

regions (Figure 4.5c) and by strong downward trends in SWE associated with 

temperature trends (Figure 4.5b).  The trends in precipitation in each region are broadly 
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consistent with patterns of observed climate variability associated with the PDO since 

1947 that were discussed in the introduction.    The fixed P analysis for this period 

(Figure 4.5b) shows that without precipitation trends, essentially the entire domain would 

have experienced strong downward trends in April 1 SWE.     
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Figure 4.5  Relative trends (% per year) in simulated April 1 SWE for 1947-2003:  a) combined effects of 
temperature and precipitation trends, b) effects of temperature trends alone, c) effects of precipitation 
trends alone. [scatter plots are color coded:  PNW = red, CA = blue, CRB = green, GB = black] 
 

Because the temperature-related trends are almost always downward for this period, areas 

with downward precipitation trends (e.g. most of the PNW cells with DJF temperatures 

above -5 C) exhibit very strong downward trends in SWE.  Some areas with upward 

precipitation trends (e.g. about half the cells in CA) show downward SWE trends due to 

temperature effects despite increases in precipitation.  This effect is less evident in the 
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colder areas of the domain (e.g. the CRB), but can still be seen in the base run (Figure 

4.5a) as a shift towards stronger downward trends in SWE when the effects of 

temperature trends are combined with the effects of precipitation trends.  Trends in the 

base run analysis (Figure 4.5a) are less than -0.25% per year (strong downward trends) 

over about 70% of the cells shown in the figures.   This is a considerably larger fraction 

of the total area with downward SWE trends than for the base run for 1916-2003, in part 

because of wide-spread downward precipitation trends in the colder areas of the PNW 

from 1947 to 2003. 

 

Results for 1924-1946 concatenated with 1977-1995  (“D”) 

The intent here is to minimize the effects of decadal variability associated with the PDO 

by combining two climatologically similar epochs.  The fixed P analysis for this period 

(Figure 4.6b) shows somewhat more scatter than the fixed P analysis for 1947-2003, but 

again the trends associated with temperature alone are overwhelmingly downwards.   The 

fixed T analysis (Figure 4.6c) shows little consistent trend in SWE associated with 

precipitation trends in comparison with the 1916-2003 or 1925-1976 periods.  As in the 

1916-2003 and 1947-2003 periods, a major driver of the SWE trends in this period is a 

large scale warming which affects most of the domain, and the analysis suggests that this 

warming cannot be readily explained by decadal scale variability associated with the 

PDO.  In particular the earlier warm phase PDO epoch was clearly much cooler overall 

than the most recent warm phase epoch.  Further evidence that decadal variability is a 

poor explanation for the temperature related trends can be seen by comparing Figure 

4.3b, 4.5b, 4.6b.  It is apparent that any period paired with the 1977-2003 period shows 

dramatic downward trends in SWE due to temperature trends alone. 
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Figure 4.6  Relative trends (% per year) in simulated April 1 SWE for 1925-1946 combined with 1977-
2003:  a) combined effects of temperature and precipitation trends, b) effects of temperature trends alone, 
c) effects of precipitation trends alone. [scatter plots are color coded:  PNW = red, CA = blue, CRB = 
green, GB = black] 

Effects of Climatic Regimes 

Three distinct climatic regimes are apparent in the areas that experienced downward 

trends in April 1 SWE  from 1916 to 2003 (Figure 4.7).  Areas with large downward 

trends in April 1 SWE and DJF temperatures between -1.0 and +2.5 C are shown to be 

coastal areas in the PNW and northern CA (Figure 4.7 upper right panel).  Areas with 

large downward trends in April 1 SWE and DJF temperatures between -10.0 and -1.0 C  

are shown to be inland areas with a more continental climate (Figure 4.7 middle and 

lower right panels).  These differences have to do with specific interactions between 



 

 

40 

precipitation and temperature regimes that determine the time scales of snow 

accumulation and melt.  Coastal mountain ranges are warmer, but are able to produce 

very large snowpacks in mid winter that can persist until April 1 because of high mean 

precipitation and cool, cloudy spring conditions.   
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Figure 4.7  Location of winter climatic regimes associated with strong downward SWE trends (< 0.25 
%/yr) from 1916-2003.  Mid-winter (DJF) temperatures in region 1 are above -1 °C, in region 2 between -1 
°C and -7 °C, and in region 3 below  -7 °C. 
 

These areas are affected by temperature increases from mid winter through spring (which 

also explains why they are most sensitive to warming).  Continental areas, by contrast, 

are typically dryer and colder, and snow accumulation that ultimately persists until April 

1 takes place over a number of months from late fall to early spring.  Analysis of winter 
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precipitation and the seasonal cycle of snow accumulation in these areas (not shown) 

showed that precipitation trends over the entire winter and warmer temperatures during 

the late spring were the predominant drivers of the overall trends in SWE.  For areas with 

cold mid winter temperatures (Figure 4.7 lower right panel), the temperature sensitivity 

becomes relatively small and the large downward trends in SWE are associated primarily 

with strong downward trends in winter precipitation (compare Figure 4.7 with Figure 

4.3c).  These climatic regimes are consistent with climatic characteristics observed by 

Serreze et al. (1999) in SNOTEL observations.   

Trends in the Timing of Snow Accumulation and Melt 

Figure 4.8 shows the trends in the date of simulated peak snow accumulation and the date 

of 90% melt, and that these trends are strongly related to DJF average temperatures.   

Almost all the cells with winter temperatures warmer than -5 C, for example, show earlier 

dates of peak accumulation and 90% melt.  In sensitive areas (such as the coastal areas in 

the PNW and CA shown in Figure 4.7,  peak accumulation occurs between 15 and 45 

days earlier, and 90% melt occurs 15 to 40 days earlier.  Comparison of the base run 

scatter plots with those from the fixed P and fixed T runs (Figure 4.8) shows that the 

changes in the timing of peak snow accumulation and 90% melt are a complex function 

of precipitation and temperature changes, but that the dominant effect is due to 

temperature trends.  A similar examination of the scatter plots shows that trends in the 

date of 10% accumulation, are predominantly due to upward trends in precipitation in the 

beginning of the snow accumulation season.  These changes in snow accumulation and 

melt are consistent with observed changes in streamflow timing discussed in the 

introduction.  Interestingly, the time between 10% accumulation and 90% melt has not 

changed very much overall.  This somewhat counter intuitive result occurs because the 

10% accumulation date are most affected by precipitation trends (compare base and fixed 

T runs in Figure 4.8), whereas the peak SWE and 90% melt dates are most affected by 

temperature trends (compare base and fixed P runs in Figure 4.8).  Despite different 

mechanisms at different times of the year, the overall trends in the date of snow 
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accumulation and melt are characterized by shifts in the entire snow accumulation season 

earlier in time, but with a smaller amount of peak SWE. 
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Figure 4.8  Cumulative changes (trend * number of years) in calendar date of:  a) 10% SWE accumulation, 
b) maximum SWE accumulation, and c) 90% melt for 1916-2003 for three model runs.  Top panel shows a 
spatial plot for the Base run.  Panels below show scatter plots for the Base (B), Fixed P (FP), and fixed t 
(FT) runs respectively. 
 

The results for the four time periods are summarized for different portions of the domain 

and the different model runs in Table 4.1 and Table 4.2.  Table 4.1 shows the areal 

average of the relative trends calculated for each cell (i.e. the spatial average of the trends 

shown in Figure 4.3-4.6).  Table 4.2 shows the trend in the areal average SWE (i.e. a time 
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series of SWE averaged over each domain is extracted first, and the trend in this 

aggregate time series is reported).  

  

Table 4.1  Areal averages of the relative trends for each grid cell calculated for each portion of the domain 
(percent per year) 
 PNW CA GB CRB 
1916-2003     

Base  -0.14 -0.21 -0.40 -0.69 
Fixed P -0.60 -0.91 -0.95 -0.71 
Fixed T 0.40 0.44 0.40 -0.22 

1925-1976     
Base  1.52 1.05 1.47 0.74 

Fixed P 0.73 0.29 1.33 0.68 
Fixed T 0.67 -0.05 0.37 0.36 

1947-2003     
Base  -0.39 -0.84 0.46 0.39 

Fixed P -0.94 -1.61 -0.72 -0.35 
Fixed T 0.45 0.42 0.63 0.26 

1925-1946_1977-2003     
Base  0.53 -0.35 0.09 -0.22 

Fixed P -0.36 -1.75 -0.62 -0.80 
Fixed T 0.98 0.54 0.75 0.43 

 

Table 4.2  Relative trend in the areal average snow water equivalent for each portion of the domain (percent 
per year) 
 PNW CA GB CRB 
1916-2003     

Base  -0.06 -0.13 -0.25 -0.26 
Fixed P -0.18 -0.39 -0.40 -0.22 
Fixed T 0.10 0.14 0.04 -0.14 

1925-1976     
Base  0.48 0.40 0.12 0.12 

Fixed P -0.06 -0.04 -0.13 -0.12 
Fixed T 0.38 -0.03 -0.14 0.03 

1947-2003     
Base  -0.40 -0.51 -0.51 -0.19 

Fixed P -0.34 -0.73 -0.60 -0.30 
Fixed T -0.03 0.21 0.34 0.13 

1925-1946_1977-2003     
Base  0.07 -0.04 -0.28 -0.29 

Fixed P -0.26 -0.57 -0.55 -0.36 
Fixed T 0.27 0.24 0.03 -0.10 

 

The results for 1925-1976 shown in Table 4.2 are somewhat confusing and require some 

additional explanation.  For CA, for example, the fixed P and fixed T runs for this period 
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show small downward trends in areal average SWE, yet the trend in the base run has a 

strong upward trend.  These counter intuitive effects are associated with the spatial 

distribution of the upward and downward trends associated with temperature and 

precipitation trends.  For example, if specific areas in the domain that are getting wetter 

are also getting colder, then the overall trend may be strongly upward (as for CA for this 

period), whereas if areas that are getting wetter are also getting warmer there may be little 

overall trend.   These complex effects are not seen in the other time periods because the 

temperature related trends (and in many cases the precipitation related trends as well) are 

much more spatially homogeneous.  

4.5. Summary and Conclusions 

Widespread warming has occurred in the western U.S. from 1916 to 2003, resulting in 

downward trends in April 1 SWE over large areas of the domain. High elevation areas 

with upward precipitation trends, however, are shown to produce upward trends in SWE 

over the same time period.  The results show that almost all the upward trends in SWE 

from 1916 to 2003 are due to modest upward precipitation trends and that many of the 

downward trends in SWE are caused by wide-spread warming.  In areas with relatively 

warm winter temperatures, such as coastal areas of the PNW and CA, the effects of 

warming frequently overwhelms the effects of increasing precipitation.  Colder areas are 

predominantly driven by precipitation changes, and temperature effects on SWE trends, 

while apparent in the combined trends, are relatively small. 

 

The period from 1925 to 1976 was characterized by widespread increases in 

precipitation, which dominated temperature trends to produce widespread upward trends 

in SWE.  The period from 1925 to 1976 was also the only period in which widespread 

upward trends in SWE are observed due to temperature trends alone.  From 1947 to 2003 

regionally-specific precipitation trends associated with decadal variability combine with 

strong downward trends in SWE due to widespread warming.  The effects of warming are 
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frequently large enough to overwhelm upward trends in SWE associated with 

precipitation trends alone in warmer areas of the domain.   

 

The results for the back-to-back warm PDO epochs combined with the 1916-2003 and 

1947-2003 analysis described above strongly suggest that widespread regional warming 

trends are not well explained by decadal scale variability, but that the decadal variability 

probably does account for the trends in winter precipitation that have been apparent over 

shorter periods of the record.  Although the precipitation trends from 1916 to 2003 are 

broadly consistent with many global warming scenarios, it is not clear whether the 

modestly increasing trends in precipitation that have been observed over the western U.S. 

for this period are primarily an artifact of decadal variability and the time period 

examined, or due to longer-term effects such as global warming.  

 

Several distinct climatic regimes exist in areas that have experienced downward trends in 

April 1 SWE in the simulations.   Coastal areas are strongly affected by warming 

throughout the winter and spring, whereas areas with a more continental climate are more 

sensitive to precipitation trends during the winter and to warming in late spring.  Many 

high elevation areas in the Rockies and southern Sierra are relatively insensitive to 

temperature trends, and downward trends in SWE are primarily due to downward trends 

in precipitation. 

 

The dates of peak snow accumulation and 90% (of peak) melt have generally been 

occurring earlier in the year, and these trends are clearly sensitive to winter temperature 

regimes, with the greatest changes apparent in areas with warmer winter temperatures 

(e.g. near-coastal mountains in the PNW and CA).  These effects are consistent with the 

observed trends towards earlier peak snowmelt runoff.  The sensitivity analysis shows 

that the changes in the timing of peak accumulation and 90 % melt are primarily a 

temperature related effect.  The date of 10% (of peak) accumulation has also trended 
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earlier in the year, but is shown to be related primarily to trends in fall precipitation rather 

than to trends in temperature. 

 

The results of this study demonstrate that regional warming is one of the major drivers of 

downward trends in SWE in the western U.S..  Furthermore, we should expect, based on 

projections of continued warming, that these downward trends will continue.  Because 

precipitation variability seems most strongly related to decadal variability rather than to 

long-term trends, the use of observed precipitation variability in conjunction with 

scenarios of warmer temperatures may currently be the best approach for understanding 

the overall effects of global warming on the hydrologic cycle in the western U.S..  Such 

an approach implies, as well, that both “warm and wet” and “warm and dry” periods are 

likely to occur in the future at different times, and that water resources planning should 

consider both scenarios in testing alternative management plans. 
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5.  Effects of 20 th Century Warming and Climatic 

Variability on Trends in Runoff, Evaporation, and 

Soil Moisture 

This chapter summarizes and excerpts research submitted to Journal of Climate as: 

 

Hamlet, A.F., Mote, P.W, Clark, M.P., Lettenmaier, D.P., 2006: 20th century trends in 

runoff, evapotranspiration, and soil moisture in the western U.S., J. of Climate (in 

review) 

5.1. Introduction and Background 

Figure 5.1 shows a map of the four large river basins that comprise our study domain in 

the western U.S.:  the Pacific Northwest (PNW—which includes the Columbia River 

basin and coastal drainages), California (CA – mostly the Sacramento and San Joaquin 

River basins), Great Basin (GB – which consists of numerous rivers that flow to the 

closed interior of the GB), and Colorado River Basin (CRB).    

 

 

PNW

CA CRB

GB

DJF Temp (°C) NDJFM Precip (mm)

A CB

 
Figure 5.1: Map and climatological characteristics of the simulation domain.  a) average Dec-Feb 
temperature, b) map of the domain, c) average Nov-Mar precipitation 
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Strong topographic controls on precipitation (P) and temperature (T) are present in the 

western U.S.  Much of the P occurs in the mountainous parts of the region and P is 

strongly winter dominant, particularly at higher elevations.   Near-coastal mountains in 

Washington, Oregon, and California are relatively warm in winter in comparison with the 

Rocky Mountains, and also have much greater winter precipitation (Figure 5.1a, c).  

These different winter temperature regimes largely determine how much of the winter P 

is typically stored as snow, and also play a strong role in determining the T sensitivity of 

snow accumulation and melt processes in different areas (Knowles and Cayan, 2004; 

Mote et al. 2005; Hamlet et al. 2005 (Chapter 4)).  Snowpack plays a central role in 

runoff production in the western U.S.  In many mountain watersheds the water stored as 

snow in spring accounts for a dominant fraction of the summer (April-September) runoff 

contributing to streamflow.   

 

Over the past several decades a number of hydrologic modeling studies at the river basin 

scale have demonstrated that estimated increases in winter temperatures associated with 

rising global greenhouse gas concentrations would alter the hydrologic cycle in mountain 

watersheds in the western U.S. (e.g. Gleick  2000; Hamlet and Lettenmaier 1999b; 

Knowles and Cayan  2002; Lettenmaier et al. 1999; Miller et al. 2003; Mote et al. 2003; 

Stewart et al. 2004).  Systematically warmer temperatures in snowmelt-dominant and 

transient-snow watersheds result in reduced (and earlier) peak snowpack, more runoff in 

winter, earlier spring peak flows, reduced summer water availability and late summer low 

flows, increased evapotranspiration (ET) in summer, and (in some studies) an altered 

seasonal cycle of soil moisture (SM) recharge and depletion (see e.g. Hamlet and 

Lettenmaier 1999b). These kinds of hydrologic changes have also been shown to have 

important water resources implications in a number of case studies (Christiansen et al. 

2004; Hamlet et al. 1999; Knowles and Cayan 2004; Payne et al. 2004; Van Rheenen et 

al. 2004).  One question that we address in this paper is, given observed precipitation and 

temperature changes over the last century (Mote et al. 2005; Mote 2006), have 

accompanying changes in the seasonal water balance occurred? 
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In previous work we have examined in detail 20th century trends in simulated spring 

snowpack over the West and have compared them to observed trends from snow course 

data  (Hamlet et al. 2005 (Chapter 4);  Mote et al. 2005).  Some important conclusions 

from these studies include: 

 

• Hydrologic model simulations reproduce the spatio-temporal variations in 

observed spring snowpack to a remarkable degree, demonstrating that observed 

trends in T and P coupled with topographic variations in winter climate are 

adequate to explain most of the observed trends in spring snowpack over the 

western U.S.,  

 

• Without observed trends in P, essentially the entire western U.S. would have 

experienced losses of April 1 snowpack during the 20th century due to widespread 

warming. 

 

• The observed trends in SWE depend strongly on winter temperature regimes.  The 

areas where the greatest SWE changes have occurred are in near-coastal parts of 

WA, OR and CA where winter temperatures are typically close to freezing in mid 

winter. 

 

• The date of peak snow accumulation and 90% melt have been moving earlier in 

the year (up to 45 days earlier in sensitive areas) from 1916-2003, despite modest 

increases in P over this same time period.  These changes are shown to be almost 

entirely due to T trends. 

 

• While there is clear evidence in snowpack records of wide spread warming across 

the western U.S. in the 20th century, there is little evidence of any consistent 

long-term trends in snowpack across the western U.S. associated with P. This 
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supports the hypothesis that P variability is predominantly controlled by decadal 

scale climate variability rather than effects associated with warming  

 

Given the importance of snow dynamics to the hydrologic cycle in western watersheds, 

the observed changes in snowpack strongly suggest that we should also expect systematic 

changes in runoff, ET, and SM dynamics like those discussed above both in observed 

records and hydrologic simulations.  Several recent studies have shown that temperature-

related shifts in runoff timing are indeed evident in observed unregulated streamflow 

records (Regonda et al. 2005; Stewart et al. 2005). 

 

Observational studies are crucial to the assessment of observed climate change, however 

modeling studies are also needed to extend records back to the early part of the century 

(when relatively few observations are available) and to provide spatial and temporal 

resolution and continuity that are missing from the observed records.  Furthermore, 

model simulations can explicitly show the role of T and P trends in the observed changes, 

and can be used to analyze components of the hydrologic cycle that are typically 

unmeasured (e.g. ET and SM).    

 

In this study (following methods first developed in the companion study by Hamlet et al. 

2005 (Chapter 4)) we will use a physically-based hydrologic model and a carefully 

prepared, long-term meteorological driving data set to reconstruct the water balance of 

four large river basins in the western U.S. from 1916-2003 at 1/8th degree spatial 

resolution.  Using the surrogate observations produced by the model, we will quantify 

trends in ET, runoff, and SM associated with observed trends in T and P for each model 

grid cell over two retrospective periods (1916-2003 and 1947-2003). Trends in these 

water balance variables will also be analyzed in the context of various geographic, 

topographic, and climatic drivers. 
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5.2. Hydrologic Simulation Model and Driving Data  

In this study (as in the companion studies on snowpack described above) we use the 

Variable Infiltration Capacity (VIC) hydrologic model (Liang et al. 1994; Cherkauer and 

Lettenmaier 2003) implemented over the western U.S. at 1/8th degree spatial resolution 

(Figure 5.1).  A temporally-adjusted, gridded daily time step P and T data set from 1915-

2003 was used to drive the VIC model.  By construction, these adjusted data sets 

reproduce, at monthly time scales, the trends in T and P from the Historical Climatology 

Network (HCN) (Karl et al. 1990) and the Historical Canadian Climate Database 

(HCCD) (Mekis and Hogg 1999; Vincent and Gullett 1999).  The methods used to 

produce the driving data, and evaluation of the resulting hydrologic simulations using 

observed streamflow records, are reported in more detail in Hamlet and Lettenmaier 

(2005) (Chapter 3).  Daily time step water balance simulations were carried out using a 

one-hour snow model time step.  The first nine months of the simulations (1/1/1915 – 

9/30/1915) were used for model spin-up and have been excluded from the subsequent 

analysis resulting in a time series of 88 water years (Oct-Sep) from 1916-2003.   Model 

spin-up requirements are somewhat different for SM than for ET and runoff.  In relatively 

wet areas (like the cells that accumulate significant snowpack in winter that we examine 

here) a few years of model spin up has been shown to be adequate for SM studies (e.g. 

Cosgrove et al. 2003).  To ensure that the initial conditions do not unduly influence the 

long-term trends in the early parts of the record, however, we examine SM trends from 

1920 onwards, allowing for a 5-year model spin-up. Additional details on the hydrologic 

model and its implementation are reported by Hamlet et al. (2005) (Chapter 4).  

5.3. Evaluation of the Hydrologic Model 

Snowpack  

Simulated trends in April 1 snow water equivalent (SWE) produced using the VIC model 

over the western U.S. have been previously evaluated in detail by Mote et al. (2005).  

Good overall agreement was also found between the results produced by the physically 
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based model (Hamlet et al. 2005 (Chapter 4)) and those produced by alternative statistical 

approaches (Mote 2006).  Over most of the domain the model closely reproduces the 

macro-scale trends in the observations and displays little bias in comparison with the 

point observations for different winter temperature regimes.  Some systematic error in the 

model’s SWE trends was observed in the Sierra Nevada Mountains in CA, however, 

where the VIC simulations tended to overestimate the magnitude of observed negative 

trends in snowpack.  These discrepancies are believed to be associated primarily with a 

spring temperature bias in the VIC meteorological driving data associated with the use of 

a fixed temperature lapse rate used during the gridding processing (see Hamlet et al. 2005 

(Chapter 4) for more details), but could also be related to temperature inversions at high 

elevations, or other more complicated meteorological features not captured in the driving 

data sets.  Results for CA shown in this study should be interpreted with some caution 

because of the model bias in this part of the domain. 

Snowmelt 

Daily time step point observations from the National Resources Conservation Service 

(NRCS) Snowpack Telemetry (SNOTEL) observing network provide useful information 

on the timing of snowmelt that can be used to evaluate the spatial/temporal patterns of 

snowmelt produced by the VIC model.  Due to differences in scale (point vs grid cell area 

weighted average), aspect, vegetation coverage (SNOTEL sites are usually located in 

open areas, whereas the model simulates canopy effects over a large area) and potential 

delays in snowmelt in the SNOTEL data due to the thermal inertia of snow pillows, we 

do not expect excellent fine-scale agreement between the model simulations and the point 

observations.  However Figure 5.2 shows that the relationship between mid-winter 

temperatures and the seasonal cycle of snowmelt are broadly captured by the model.  

Overall the model produces more melt in March and less in May than is apparent in the 

observations, however it is not immediately clear if the model or the observations is more 

representative of average conditions over the domain.  (It should be noted that the sum of 
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the fractions shown in Figure 5.2 are frequently larger than 1.0 during the snowmelt 

season, particularly in areas where there is substantial transient snow.) 
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Figure 5.2: Simulated and observed total monthly snowmelt (including transient melt) normalized by the 
long-term mean of the peak snowpack from 1984-2003 at each location.  Grey dots are VIC cells, red dots 
are SNOTEL stations.  Only sites with more than 200 mm of SWE on April 1 are included in the plots to 
remove low elevation sites from the VIC analysis. 

Streamflow 

The VIC model, in general, produces high quality monthly streamflow simulations (note 

that throughout this paper, we refer to simulated naturalized flows, i.e., the streamflows 

that would occur in the absence of water management, such as regulation by upstream 

dams, and/or streamflow diversions) in moderate to large river basins across the West 

(see also Maurer et al. 2002).  A complete evaluation of all the simulations that are 

available is beyond the scope of what can be shown in this paper, however a comparison 

of naturalized observed and simulated streamflow in the Colorado River at Lee’s Ferry, 

Arizona and in the Sacramento River at Shasta Dam, CA (Figure 5.3) shows typical 

model performance in moderate to large river basins across the West. The VIC model has 

been calibrated using data only from the post 1950 period, and the consistent validation 

of the model simulations in the pre-1950 period attests both to the temporal consistency 

of the driving data used in this study and the ability of the model to successfully capture 
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the hydrologic variability associated with different climatic regimes from first principals 

using P and T data as the primary drivers.  Simulated streamflows in smaller river basins 

are subject to greater random errors due primarily to errors in the spatial distribution of P.  

Although random errors tend to be larger at smaller spatial scales, Hamlet and 

Lettenmaier (2005) (Chapter 3) demonstrate that trends in the errors are relatively small, 

again attesting to the temporal consistency of the driving data sets and their 

appropriateness for the kind of trend analyses we undertake in this study. 

 

 
Figure 5.3: Comparison of naturalized streamflow observations and simulated natural streamflows for the 
a) Colorado River at Lee’s Ferry, AZ (inflows to Hoover Dam) and  b) the Sacramento River at Shasta 
Dam near Redding, CA (inflows to Shasta Dam) 
 

The model was also found to be well suited to the task of identifying long-term trends in 

the seasonality of streamflow at the river basin scale.  Trends in the simulated fraction of 

annual streamflow occurring from May-Sept and June-Sept (not shown) were evaluated 

for several river sites where suitable naturalized flow observations were available. The 

model’s performance in estimating the long-term trends in seasonal streamflow timing 

was, in general, quite good, random errors in the year-to-year values not withstanding. 
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Soil Moisture and Evapotranspiration 

The VIC model uses a fairly complex and explicit conceptual framework in accounting 

for variations in ET and SM.  ET in the model is based on the Penman Monteith approach 

(Shuttleworth 2003) and explicitly accounts for interception of precipitation and the 

attenuation of wind and solar radiation associated with the vegetation canopy (Liang et al. 

1994).  Model parameterization of vegetation characteristics includes an explicit 

representation of rooting depth, which determines how the model extracts moisture from 

the three soil layers during simulation of transpiration.  The soil column in VIC (as 

implemented here) is divided into three layers.  The thin upper layer (~10 cm) simulates 

“fast” runoff processes in near-surface soil layers, and thicker intermediate (~50 cm) and 

lower layers (~1.0-1.5m) represent “slower” storage and drainage processes contributing 

to baseflow. 

 

The VIC model’s simulation of the seasonal cycle of SM has been evaluated in detail for 

a limited number of observing sites at which long term records are available in the U.S. 

and Eurasia (Maurer et al. 2002; Nijssen et al. 2001).  In these comparisons, the model 

reproduced the seasonal dynamics of SM storage reasonably well.  There are few direct 

observations of ET and SM storage in the western U.S. with which to explicitly evaluate 

the model simulations over the different climatic regimes and soil characteristics 

considered in this study, however Robock et al. (2003) found good overall agreement 

between the spatial variability of simulated SM and SM observations from the Oklahoma 

Mesonet.  Given that the model reproduces the seasonal timing of water inputs from 

snow melt (Figure 5.2) and the resulting timing of runoff reasonably well, we are also 

confident that the model’s seasonal water balance is representative at the monthly time 

scales examined here.  We also argue, based on the model’s physically-based 

representation of the hydroclimatic system, that the model simulations are a reasonable 

surrogate for observations of SM and ET in that they respond in a well-understood and 

clearly-defined manner to the climatic variations in the model’s driving data and to the 

estimated characteristics of the land surface.   
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Simulated ET in the model is sensitive to the difference between Tmax and Tmin in the 

meteorological driving data (which ultimately determines the short-wave radiation 

attenuation due to inferred “cloudiness” in the model) using methods developed by 

Thornton and Running (1999).  These methods parameterize the relationship between the 

attenuation of solar radiation and the difference between Tmax and Tmin.  It is not 

entirely clear if the empirically derived parameters remain stationary with changing 

climate, however the model does simulate changes in ET associated with a declining 

difference between Tmax and Tmin that are consistent with a systematically higher 

atmospheric moisture content and greater attenuation of incoming solar radiation.  The 

Penman Monteith equation is also sensitive to increasing daily average temperatures 

(which determine the saturation vapor pressure) and to Tmin, which determines the dew 

point in the model simulations, and therefore the vapor pressure deficit used in the 

Penman Monteith equation.  The temperature-related effects to ET in the model 

simulations can therefore be broadly interpreted as the trends in ET due to changing 

energy availability and saturation vapor pressure associated with trends in both inferred 

“cloudiness” and absolute temperature, respectively.   

 

Simulated ET is also sensitive to wind speed, although any systematic effects due to wind 

variations are secondary to those associated with precipitation and temperature trends in 

the simulations, particularly since a daily wind climatology is used in the early part of the 

simulation period (1915-1948) (Hamlet and Lettenmaier 2005 (Chapter 3)). 

5.4. Analytical Methods  

For each 1/8th degree grid cell, the VIC model produces a daily time series of water 

balance variables.  Linear trends in simulated monthly ET, runoff (the sum of surface 

runoff and baseflow contributing to streamflow in the model), and SM are then calculated 

for each grid cell.   ET and runoff are reported as monthly totals, whereas SM is reported 

as an instantaneous value on the first day of each month.  Runoff is also reported as a 
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fraction of annual flow occurring in different months in order to evaluate the trends in 

runoff timing. Note that these quantities are not integrated spatially, and linear trends for 

each variable are calculated independently for each grid cell. 

 

As in Hamlet et al. (2005) (Chapter 4), three separate model simulations were carried out 

to help understand the relative role of trends in P and T on the results: 

 

1) Base Run (BR):  Unperturbed P and T data from the gridded meteorological data 

(daily total P, Tmin and Tmax, and wind speed) were used to drive the model.  Trends in 

hydrologic variables are the result of both T and P variations. 

 

2) Fixed P run (FPR):  The P forcing data were fixed (at monthly time scales) at the 

climatological value for each grid cell, but daily T was allowed to vary as in the original 

time series [as in 1) above]. Trends in hydrologic variables are predominantly determined 

by T trends alone. 

 

3) Fixed T run (FTR):  Tmax and Tmin were fixed (at monthly time scales) at the 

climatological value for each grid cell, but daily precip varied as in the original time 

series [as in 1) above]. Trends in hydrologic variables are predominantly determined P 

trends alone. 

 

For the FPR and FTR, the forcing data were perturbed as follows:   For each grid cell, a 

monthly climatological value for P, Tmax, Tmin was calculated for each calendar month.  

Then the daily time series of the variable to be held constant was forced to reproduce this 

climatological value in each month of the simulation – that is, the daily values were 

allowed to vary within the month as in the original time series, but the monthly totals (P) 

or averages (Tmax and Tmin) were the same for each month of the simulation.  This 

method preserves the daily covariance between T, P, solar radiation, and other forcing 

variables, while removing the trends and monthly variation in the fixed variable from the 



 

 

58 

simulation.  If P, Tmax, and Tmin were all held fixed in this manner, the monthly mean 

of the resulting simulated hydrologic variables would be comparable (although not equal) 

to the long-term mean for each calendar date in the base simulation and any trends in the 

simulated hydrologic variables would be small and related to secondary effects such as 

daily variability within the month. 

 

In the FTR, trends in inferred cloudiness, although not completely eliminated, are 

strongly reduced. The number of cloud free days in each month remains the same as in 

the unperturbed driving data, however the sum of (Tmax-Tmin) over all the days in each 

month (which is related to the estimated total shortwave radiation input in each month in 

the model) has no trend.   Similar time scale issues are present with regard to daily 

precipitation values in the FPR.  The timing of precipitation within the month remains as 

in the original time series, but the monthly precipitation totals have no trend.   

 

Several different metrics are used to evaluate systematic changes in timing and absolute 

value of water balance terms.  50-year, cumulative trends (i.e. absolute trend times 50) in 

the date of occurrence of 50 percent of total cumulative water year runoff and ET, and the 

date of occurrence of 80 percent of maximum water year SM are used to assess 

systematic changes in seasonal timing of these variables.  For runoff, trends in the 

fraction of total water year runoff occurring in a particular month is also employed as a 

timing sensitive metric.  Similar metrics have been used in observational studies by 

Redonda et al. (2005) and Stewart et al. (2005).  For ET and SM, relative trends (i.e. 

absolute trends normalized by the mean value) in particular months or seasons are also 

used to show systematic changes in these variables, which are not necessarily related to 

overall timing shifts. 
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5.5. Results and Discussion 

Notes on Figure Presentation 

With a few exceptions, the figures showing trends in hydrologic variables are all arranged 

in a similar manner, and show absolute or relative trends for the three experiments (BR, 

FPR, FTR) and for two time periods 1916-2003, 1947-2003 (see caption for Figure 5.9).  

For each time period and run, a spatial plot shows a map of the trends for each grid cell, 

and a scatter plot shows the relationship between average winter temperature regime and 

the hydrologic trends in each cell.  The scatter plots are also color coded so that particular 

parts of the domain can be identified (see caption for Figure 5.9). 
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Figure 5.4: Trends in Oct-Mar precipitation (relative trend) and temperature (absolute trend) extracted from 
the gridded meterological driving data set.  Upper row of panels 1916-2003.  Lower row of panels 1947-
2003 

Trends in Precipitation and Temperature 

Figure 5.4 and 5.5 show linear trends in P, Tmax, and Tmin extracted from the model 

driving data for the snow accumulation season in winter (October-March, Figure 5.4) and 
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summer (April-September, Figure 5.5) for the period from 1916-2003 (upper panels) and 

1947-2003 (lower panels).  As reported in Hamlet and Lettenmaier (2005) (Chapter 3) 

these trends are, by construction, in close agreement with those present in the U.S. 

Historical Climatology Network (HCN) (Karl et al. 1990) and the Historical Canadian 

Climate Database (HCCD) (Mekis and Hogg 1999; Vincent and Gullett 1999) (See also 

Figure 6 in Mote et al. 2005).  Temperature trends are larger in winter than in summer, 

trends in maximum temperature (Tmax) are smaller than for minimum temperature 

(Tmin), and temperature trends for the latter period from 1947-2003 are larger than for 

the longer record from 1916-2003 and show a greater difference in the rate of warming 

between Tmin and Tmax.   
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Figure 5.5: Trends in Apr-Sept. precipitation (relative trend) and temperature (absolute trend) extracted 
from the gridded meterological driving data set .  Upper row of panels 1916-2003.  Lower row of panels 
1947-2003 
 

These trends are comparable to those shown in studies of station data (e.g. Mote et al. 

2005; Knowles et al. 2005) and are broadly consistent in their overall character with the 

analyses included in the IPCC 2001 report (IPCC 2001).  As noted above, winter P 
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trends, although shown to be generally positive across the west from 1916-2003, are very 

different in the 1947-2003 period, and seem to be more strongly controlled by decadal 

variability in each region than by long-term changes associated with regional warming.  

Trends in summer P, although relatively small in absolute value over much of the domain 

in comparison with winter trends, are generally upwards and are more consistent for 

different time periods. 

 

It is important to note that the relationships between winter temperature regimes (and 

elevation) and climatic trends shown in Figure 5.4 and Figure 5.5 contain relatively little 

observed information about potentially differing trends at high or low elevations.  This is 

because the majority of stations used to construct the gridded meteorological driving data 

set are at moderate or low elevations.  The systematic effects of topographic variations on 

temperature and P are taken into account by using a fixed moist-adiabatic temperature 

lapse rate in the gridding process and by adjusting the long-term P means at different 

elevations derived from PRISM means (Daly et al. 1994) as described by Maurer et al. 

(2002).   For this reason, however, the time history of the gridded data (and therefore the 

temporal trend) is mostly controlled by low and moderate elevation station data.  Mote et 

al. (2005) demonstrate, however, that (except possibly in CA) an elevation bias in the 

simulated VIC snow trends is not apparent, which suggests that if there are differences in 

high and low elevation trends in temperature and precipitation, they are generally small in 

comparison with the overall trends.   

Long-Term Water Balance Simulations 

To help illustrate some of the hydrologic characteristics of each basin that determine the 

results of this study, we show a simulated long-term average water balance (1916-2003) 

for the four large river basins that comprise our study domain (Figure 5.6).  The 

importance of snowpack in the hydrologic cycle discussed in the introduction is readily 

apparent in these figures.  Despite the fact that SM reservoir is a larger storage term than 

snowpack in the water balance for much of the West, it is only through the relatively 
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rapid and sustained input of snowmelt that these hydrologic systems generate significant 

runoff in summer.    
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Figure 5.6: Long-term water balance for four large river basins a) Pacific Northwest, b)Great Basin, c) 
California, d) Colorado River basin 
 

ET in the West is larger than precipitation from April-September (with some exceptions 

in the northern part of the PNW), and summer precipitation is mostly lost to ET and does 

not typically contribute greatly to streamflow at these spatial scales.  The summer runoff 

contributing to streamflow is therefore approximately equal to the (negative) change in 

the soil and snow storage terms less the evaporation in excess of summer P.  Seasonal 

recharge of the soil column is a complex function of the seasonality of precipitation, 

inputs of snowmelt in spring, and losses from ET or drainage, however soil moisture in 

the simulations typically peaks in May or June towards the end of the snowmelt season. 
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Figure 5.7:  50-year cumulative trends (absolute trend*50) in runoff, SM, and ET from 1919-2003.  First 
column on the left:  trend in the date of  50 percent of total water year runoff.  Second column: trend in the 
date of  80 percent of peak water year SM. Third column: trend in the date of  50 percent of total water year 
ET.  Spatial plots show the combined effects (BR).  Scatter plots show the cumulative trends as a function 
of DJF average temperature in each grid cell for the BRs, FPRs, and FTRs respectively.   
 

Overall Trends in the Timing of Runoff, SM, and ET 

To begin with, we show overall trends in the timing of runoff, SM recharge, and ET.  

Figure 5.7 and 5.8 show 50-year cumulative trends (absolute trend times 50) in the date 

of occurrence of 50 percent of the total water year runoff and ET, and in the date of 

occurrence of 80 percent of the maximum SM.  Downward trends in these values indicate 

more runoff, ET, or SM recharge occurring earlier in the water year.  The changes in the 
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seasonal timing of ET are relatively small overall, and do not show great sensitivity to 

temperature related effects from 1916-2003.   
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Figure 5.8:  Same as figure 5.7 except for the period from 1947-2003 
 

Some temperature sensitivity is apparent from 1947-2003 in the warm parts of the 

domain (particularly CA). These effects, which are discussed in more detail in the 

following section, are due primarily to the combined effects of greater water inputs in 

spring (temperature effects to snowmelt timing) and varying effects in summer associated 

with changes in precipitation.  Changes in the timing of runoff and soil moisture recharge 

are substantial, and are more clearly associated with temperature-related effects that 
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deliver more water earlier in the water year, either directly as rain or from earlier 

snowmelt.  There are clear trends in the simulations towards increased runoff earlier in 

the water year, and earlier SM recharge in spring.   

 

The warmest parts of the domain are most sensitive to warming in this regard, which is 

consistent with the trends in the timing of snowmelt shown by Hamlet et al. (2005) 

(Chapter 4).  Because the temperature trends are larger from 1947-2003, the temperature-

related (and overall) trends in the timing of runoff and soil moisture recharge are much 

more pronounced for this time period (as are the changes in the timing of snow 

accumulation and melt).   These effects to runoff and soil moisture recharge are discussed 

in more detail in subsequent sections. 

Trends in Evapotranspiration and Runoff Ratio 

As noted in previous discussion, trends in ET are primarily due to changes in inferred 

cloud cover (net radiation), changes in T (saturated vapor pressure or dew point), or 

changes in water availability at different times of the year, which can be influenced both 

by seasonal or annual changes in P and/or snow dynamics.  The model simulations 

demonstrate overall increasing trends in summer (April-September) ET (not shown) both 

from 1916-2003 and from 1947-2003 for all cells in the model domain.  These overall 

trends in summer are associated most strongly with trends in water availability, which is 

related most strongly to P trends.  These results are broadly consistent with the fact that 

ET in the West is frequently water limited in summer (particularly so in the GB and 

CRB), and that there are in many cases increasing trends in summer P over time in the 

model driving data (Figure 5.4-5.5).   

 

A somewhat different picture emerges, however, if we examine only those cells which 

have a least 50 mm of SWE on April 1 and examine the seasonality of the changes.  

Figure 5.9 and 5.10 show the trends in ET from April-June and July-September 

respectively for these grid cells.  From April-June, water availability in these “snow 
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cells” is much more strongly dependent on temperature trends which cause earlier 

delivery of water (and higher SM) from the melting snowpack.  This can be seen most 

clearly in Figure 5.6 for 1947-2003 (right panels).  Trends associated with P alone show 

no overall shift towards positive or negative trends, whereas the effects of T trends alone 

result in strong increasing trends in ET, and clearly dominate the combined effects due to 

trends in both T and P.   This effect is associated with increased water delivery (via 

earlier snowmelt) to a primarily water limited system. 
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Figure 5.9: Trends in April-June ET for VIC cells with more than 50mm of average snow water equivalent 
on April 1.  Panels to the left show trends from 1916-2003, those to the right show trends for 1947-2003.  
The first row shows the results for the BR simulations, the second row shows the results for the FPR, the 
third row shows the results for the FTR.  For each time period and model run a map of trends and a scatter 
plot of DJF temperature vs. trend are shown.  Scatter plots are color coded by region:  red = PNW, blue = 
CA, green = CRB, black = GB. 
 

In the later half of the summer period, the opposite is true.  P effects dominate the 

combined results (compare scatter plots for BR to FTR) and the trends associated with T, 

while showing a relationship with winter temperature regimes, do not show a strong 

effect on overall trends (Figure 5.10).  In the most arid parts of the domain (e.g. in much 
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of the GB and CRB), we expect trends in late summer ET to be most clearly related to 

summer P trends, because there is abundant energy available for evaporation and more P 

simply results in more ET.   
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Figure 5.10:  Same as for Figure 5.9 except for July-Sept ET 
 

In some other parts of the domain, however, the effects to ET are a more complex 

function of trends in winter P and T.  In the warmer parts of the CA domain, for example, 

P trends alone produce increasing trends in ET (more water availability due to greater 

winter P), whereas the T trends alone would decrease ET, because late summer water 

availability is decreased due to earlier snow melt in this sensitive area.  As it turns out, 

the T trends dominate in this part of the domain, because CA has little summer P, and 

effects of temperature on the timing of snowmelt dominate (Hamlet et al. 2005 (Chapter 

4)).  This also explains the temperature related shifts in timing shown for this part of the 

domain in Figure 5.8.  Trends in the annual runoff ratio [(annual runoff)/(annual P)] are 

largely related to seasonal trends in P (Figure 5.11).  The effects of P trends alone show 

systematic increases in the runoff ratio in about half the domain, and these patterns are 
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clearly the primary determinant of the overall trends in the runoff ratio.  In fact the T-

related shifts play so small a role in the combined results that they almost cannot be seen 

in the plots.  [This effect is somewhat counterintuitive, because in examining the FPR and 

FTR it would appear that the relative trends due to temperature alone are comparable in 

magnitude to the P-related trends.  This inconsistency has to due with the fact that in the 

FPR the average runoff ratio used to scale the absolute trends is very small in the arid 

areas of the domain (GB and CRB) because of the strongly skewed P distributions.  As a 

result the relative trends due to temperature appear to be comparable in the FPR and 

FTR.  If absolute trends were plotted this would not be the case.] 

 

The right panels in Figure 5.11 demonstrate that the effects to the runoff ratio are 

primarily associated with the trends in winter P (which primarily determine annual runoff 

in the West).  Trends in summer P (which partly determine summer ET) play a smaller 

role.  While considerable scatter is present in the relationships, in simple terms increasing 

trends in winter P are frequently associated with increasing trends in the annual runoff 

ratio.  The effects for 1916-2003 (not shown) are similar. 

Trends in Runoff Timing  

Trends in the seasonal timing of runoff are primarily influenced by changes in snow and 

SM dynamics, and to a lesser extent by trends in the seasonality of P.  Figure 5.12 and 

Figure 5.13 show trends in the fraction of annual runoff occurring in March and June 

respectively for all the cells with at least 50 mm of SWE on April.   

 

The changes in runoff timing from 1947-2003 are very similar to the observed trends in 

streamflow timing shown by Stewart et al. (2005) for essentially the same time period.  

Because the snow is melting systematically earlier in the model simulations (Hamlet et al. 

2005 (Chapter 4)), the simulated runoff fraction in March systematically increases, and 

the runoff fraction in June systematically decreases.   For March the patterns are similar 

for 1916-2003 and 1947-2003, although the trends are stronger from 1947-2003.  For 
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June, overall trends are generally downwards from 1947-2003, but are not as consistent 

for the period from 1916-2003.   
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Figure 5.11:  Trends in the annual runoff ratio for 1947-2003.  Left panels show maps and scatter plots of 
the trends (see caption for Figure 5.9).  Upper right panel shows a scatter plot of trend in runoff ratio vs 
trend in Oct-Mar precipitation.  Lower right panel shows a scatter plot of trend in runoff ratio vs trend in 
April-Sep precipitation. 
 

These overall trends in runoff timing in March and June can be most clearly understood 

by first examining the effects of T alone (center row of panels in Figure 5.12-5.13).  For 

March the trend in the fraction of runoff in each month due to T trends alone is typically 

positive, and is related to a combination of trends towards earlier snowmelt and earlier 

soil recharge.  Trends are greatest in the areas of the domain with intermediate winter 

temperatures, since these areas experience the start of snowmelt during this time (Figure 

5.3).  By June the trends in runoff fraction due to T alone are predominantly negative 

across the board because by June snowmelt in most of the domain has peaked and the 
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shifts towards earlier snowmelt tend to reduce water availability in all but the very 

coldest parts of the domain 
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Figure 5.12: Same as Figure 5.9, except showing relative trends in the fraction of annual flow occurring in 
March 
 

When P trends alone define the trends in runoff fraction (lower row of panels in Figure 

5.9-5.10), the overall trends are more difficult to interpret because different areas of the 

domain experience different seasonal P trends in different months and different time 

periods.  Trends associated with T alone, however, are the most important driver of the 

overall pattern of trends, particularly for March.  Temperature related effects are also 

somewhat stronger in the period from 1947-2003 than for 1916-2003, but the relative 

roles of T and P in the two time periods are broadly similar.   Results for June are similar 

although the role of T-related trends is somewhat weaker in this month.  A similar 

analysis of each month and the four seasons (not shown) revealed a more gradual shift 

from increased runoff in the early spring to reduced runoff in mid to late summer.  The 

monthly results also show that the shifts in runoff timing are related to winter temperature 



 

 

71 

regimes, with shifts in timing starting earlier in the year in warmer parts of the domain 

and later in the colder parts of the domain.    
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Figure 5.13: Same as Figure 5.9, except showing relative trends in the fraction of annual flow occurring in 
June 
 

This is expected since the snow melt peaks earlier in the warmer parts of the domain 

(Figure 5.3).  As a general rule, if the snowmelt is occurring earlier in time, then areas of 

the domain where the dates of peak snowpack occur after the month being examined will 

show upward trends in the fraction of runoff.  Conversely, areas of the domain with peak 

snowpack occurring before the month being examined will show downward trends in 

runoff fraction for that month. Results for May, for example, (not shown) exhibit 

downward trends in the warmest areas of the domain (near-coastal areas in the PNW and 

CA) where peak snowmelt has already occurred, whereas in the coldest areas in the 

domain (e.g. in the PNW in British Columbia) trends in runoff fraction are still increasing 

in May because peak accumulation occurs later in these colder areas (Figure 5.3).   
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As discussed in the introduction, many hydrologic simulations in snowmelt dominant 

basins based on climate change scenarios show reduced runoff in late summer due in part 

to a longer streamflow recession period caused by earlier input of snowmelt.  While 

downward trends are apparent in our simulations, the trends in the fraction of annual 

runoff occurring in late summer (not shown) are actually most sensitive to P trends.  

Trends in late summer low flows are therefore not very robustly linked to temperature 

trends alone in the late summer.   

Trends in Soil Moisture  

Trends in SM are somewhat more difficult to analyze than trends in runoff or ET, 

because SM integrates the time history of inputs from P (rain), snowmelt, and losses due 

to ET, runoff, and drainage (baseflow).  SM is also characterized by strong 

autocorrelation in time, which means that lag effects in inputs or losses can be as 

important as those occurring at the time the impacts are actually observed.  In snow melt 

dominant watersheds in particular, interannual SM variations observed in mid summer 

are most clearly associated with variability in snow accumulation that is largely 

determined by climatic conditions occurring as much as ten months earlier.   

 

Trends in SM are reported as relative trends in values reported on the first of each month.  

We chose to show figures for April 1 and July 1 because changes in SM on these dates 

roughly correspond to changes in runoff for March, and June (Figure 5.12 and 5.13 

respectively)  I.e. if increasing trends in snowmelt and/or P falling as rain are apparent in 

March, then we should see increasing trends in SM on April 1.  

 

On April 1, increasing trends in SM predominate, and are shown to be strongly 

temperature related, particularly for 1947-2003, during which strong temperature-related 

effects weaken or reverse the effects of downward trends in P in the PNW (Figure 5.14).  

For July 1 (Figure 5.15) the effects of P dominate the overall trends.  The temperature 

related trends are generally consistent with the changes in runoff discussed above, i.e. 
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warm areas show stronger downward trends on July 1 than cold areas (as for June runoff 

trends in Figure 5.13) and the T-related trends are stronger from 1947-2003 than from 

1916-2003.   
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Figure 5.14: Same as Figure 5.9, except showing relative trends in April 1 soil moisture for the periods 
from 1920-2003 (left panels) and 1947-2003 (right panels) 
 

Despite the fact that the T-related trends play a smaller role in determining overall trends 

in July 1 SM, the effects due to temperature are clearly reflected in the BR results, and 

systematically shift the trends associated with P alone one way or the other (Figure 5.15).  

In some specific cases, the effects of T are the predominant driver of SM trends.  On July 

1, for example, the FTR trends for the cells with warm winter temperatures are small, 

whereas the trends for the FPR are larger and essentially determine the BR trends for 

cells within this climatic regime. T trends are therefore the primary determinant in the BR 

run for these cells.   



 

 

74 

 JUL1

Trend %/yr Trend %/yr

D
JF

 T
em

p 
(°C

)

D
JF

 T
em

p 
(°C

)
 

Figure 5.15: Same as Figure 5.9, except showing relative trends in July 1 soil moisture for the periods from 
1920-2003 (left panels) and 1947-2003 (right panels) 
 

This makes sense, because these parts of the domain get relatively little P in summer 

(Figure 5.6), and are subject to strong timing shifts in snow melt timing which are 

primarily T related (Hamlet et al. 2005 (Chapter 4)). 

5.6. Summary and Conclusions 

Large increasing trends in T are apparent in the gridded meteorological data sets used in 

this study both for the period from 1916-2003 and for the period from 1947-2003.  Daily 

minimum temperatures are rising faster than maximum temperatures, and the T trends are 

much larger from 1947-2003.  These trends are, by construction, consistent with observed 

trends in the quality controlled HCN and HCCD data sets.   

 

P trends have been positive over much of the West from 1916-2003, but there have been 

large decadal excursions from these long term trends, and upward trends from 1916-2003 

are most clearly associated with widespread drought in the early part of the record.   The 
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spatial patterns of P trends from 1925-1976 and 1947-2003, for example, are very 

different from those in 1916-2003.  In contrast to the T trends, which are quite spatially 

homogeneous, P trends show little evidence of spatially consistent long-term trends in the 

western U.S. 

 

Simulated summer ET as a whole has followed water availability; however in cells with 

substantial snow accumulation in spring, some systematic changes associated with 

temperature are also apparent.  In early spring, water availability from snowmelt has 

generally increased due to earlier snowmelt, and ET from April-June has followed these 

upward trends.  Similarly in late summer, increasing T has resulted in decreasing trends 

in water availability from snowmelt, which has tended to reduce ET from Jul-Sept.  

Trends in ET in the spring are more strongly temperature controlled than they are later in 

the summer, because of the influence of snowmelt timing.  Despite these changes there is 

little evidence of a systematic change in the overall seasonal timing of ET (except in CA 

from 1947-2003), because upward trends in early spring due to earlier snowmelt are 

frequently paired with upward trends later in the  summer due to upward trends in 

precipitation. 

 

Increasing temperatures have had an important effect on the seasonal nature of runoff in 

cells with substantial snow accumulation in spring.  In March, trends in runoff are 

strongly upwards and are predominantly associated with temperature effects.  In June 

temperature related trends are strongly downwards.  Temperature plays a strong role in 

determining the overall trends in both months but is more important in March.  These 

changes result in robust shifts in the timing of runoff towards earlier calendar dates that 

are primarily controlled by temperature trends.  By September, however, the T related 

trends are relatively weak, and P trends begin to dominate the overall trends.  These 

results suggest that trends in low flows in late summer are mostly controlled by P trends 

rather than by T trends. 
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Trends in April 1 SM in cells with significant snow accumulation on spring are upwards 

(i.e. earlier soil recharge) and are most strongly controlled by T related trends.  On July 1, 

the T related effects are much weaker and precipitation is the major driver of the overall 

trends in most parts of the domain.   Areas with little P in summer and large trends in 

snowmelt timing (e.g. coastal areas of the PNW and CA), however, show strong effects 

associated with temperature alone.  Consistent with these effects, trends in the timing of 

soil moisture recharge in spring are towards earlier dates, and, as for the changes in April 

1 SM, are primarily controlled by temperature trends. 

 

Many studies evaluating global warming projections have concluded that much greater 

confidence should be placed in projections of increasing T than in changes in P (IPCC 

2001).  The results of this study are useful in this context, because we have been able to 

show how strongly ET, runoff, and SM are affected by T and P trends.  We can conclude, 

for example, that future projections of changes in runoff in spring and summer are likely 

to be more reliable in general than projections of changes in late summer SM.  

Furthermore, changes in the seasonal timing of ET in summer in coastal areas of the 

PNW and CA are much more clearly related to temperature changes, because there is 

relatively little P in summer to offset losses of water availability due to earlier snowmelt. 

 

In this study our domain is the western U.S. as a whole, however the same analytical 

techniques could be applied at the river basin scale and might reveal some differing 

sensitivities to changing regional climate than those that have been summarized here for 

the larger domain.  Likewise, in global warming studies the use of a discrete sensitivity 

analysis to separately analyze the effects of T and P changes may have value in terms of 

analyzing the uncertainties inherent in such projections.  Forecasts of different hydrologic 

conditions associated with T and P changes could be weighted differently in the final 

analysis based on estimates of the reliability of simulated T and P trends as compared to 

observations, for example. 
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6. Sensitivity of Flood Risk to 20 th Century Warming 

and Climate Variability 

This chapter excerpts and summarizes research submitted as: 

 

Hamlet, A.F., Lettenmaier, D.P., 2006: Effects of 20th century warming and climate 

variability on flood risk in the western U.S., WRR (submitted) 

6.1. Introduction 

Despite the fact that probability distributions of annual flood maxima are frequently 

assumed to be homogeneous in time for engineering design purposes, there is now an 

awareness that flood probability distributions are in fact a complex function of climatic 

variations over a range of time scales (Franks and Kuczera 2002; Kiem et al. 2003; 

Sankarasubramanian and Lall 2003).  Furthermore, land use changes due to 

anthropogenic or natural causes such as urbanization, logging, fires, and anthropogenic or 

natural changes in channel structure are all known to change flood risk (e.g. Bowling et 

al. 2000; Jain and Lall 2001; Matheussen et al. 2000; Wissmar et al. 2004).  Such changes 

can be important to decision processes that are affected by flood risks.  One example of 

federal policy in the U.S. that is affected by changing flood risks is the Federal 

Emergency Management Administration (FEMA) flood insurance program, eligibility for 

which is usually based on 100-year return period flood inundation maps.  These risks, and 

hence maps used for land use planning, are now considered static, but such assumptions 

may not be realistic.  If they are not, important questions are raised about how such 

programs should be designed and managed to cope with non-stationary insurance risks.  

 

In this paper we focus on the role of climatic variations in determining flood risks 

associated with natural flow in watersheds in the western U.S..  There is a steadily 

growing body of research that has demonstrated that climatic variations in the western 



 

 

78 

U.S. are predictable over a wide range of temporal and spatial scales (Dettinger et 

al.1998; Gershunov et al. 1998; Hamlet and Lettenmaier 2000; Mote et al. 2003; 

Sheppard et al. 2002).  Regional scale variations in winter climate associated with the El 

Niño Southern Oscillation (ENSO) (Battisti and Sarachik 1995) and the Pacific Decadal 

Oscillation (PDO) (Mantua et al. 1997; Zhang et al. 1997), for example, have been shown 

to be related to variations in seasonal flow in western rivers (e.g. Hamlet and Lettenmaier 

1999a; Hidalgo and Dracup 2003; Redmond and Koch 1991), and these climatic 

variations may also create variations in flood risks for different periods in the historic 

record (e.g. cool vs warm PDO epochs), or in certain classes of years (e.g. warm ENSO 

or PDO years) on an interannual basis.  Understanding the relationships between 

predictable climate variations (e.g. those related to ENSO) and flood risks may have 

important implications for water management or other decision processes where changes 

in flood risk can potentially be forecast with seasonal (3-12 month) lead times.  

Adjustments of flood control rule curves used to operate storage reservoirs, for example, 

could reflect different levels of flood risk in different years. 

 

Systematic shifts in regional temperature associated with global warming (or other 

climatic drivers) are also a potentially important concern in the context of flooding.  In 

the western U.S., increasing temperatures in the 20th century have already had profound 

effects on both the quantity and timing of melting snow in spring (Hamlet et al. 2005 

(Chapter 4); Mote et al. 2005; Mote 2006).  In this region, the hydrologic variability in 

most rivers is strongly influenced by the process of snow accumulation in fall and winter 

and melt in spring and summer.  Regional warming over the last century has already 

affected the timing of runoff  (Stewart et al. 2005) and (as inferred from modeling 

studies) soil moisture recharge (Hamlet et al. 2006 (Chapter 5)), effects which also have 

the potential to alter the probability distributions of floods.  

 

In this study we seek to understand and quantify the effects of 20th century warming and 

interannual and interdecadal variations in winter climate on flood risks across the western 
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U.S., which we define as the U.S. west of the Continental Divide, and the Canadian 

portion of the Columbia River basin in British Columbia. 
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Figure 6.1  Study domain and a long-term, spatially-averaged time series of cool season (Oct-March) 
standardized anomalies of precipitation (PCP), maximum daily temperature (TMAX), and minimum daily 
temperature (TMIN) for the PNW, CA, CRB, and GB.   
 

For purposes of discussion we have also divided this larger domain into four sub-

domains: the Pacific Northwest (PNW) which comprises the Columbia River basin and 

coastal drainages; California (CA), which comprises rivers within the Sacramento and 

San Joaquin basin; the Great Basin (GB); and the Colorado River basin (CRB) (Figure 

6.1).  We will also demonstrate that the effects of 20th century warming and interannual 
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and interdecadal variations in winter climate on western U.S. flooding are in fact linked, 

because a general warming also affects interannual variations in river discharge.  To 

avoid potentially confusing interactions between these two mechanisms in the observed 

climatic record, we develop methods to isolate the sensitivity to these two effects in the 

subsequent analysis. 

6.2. 20th Century Climate Variations in the Western U.S.  

In two companion studies, Hamlet et al. (2006) (Chapter 5)  and Mote et al. (2005) have 

examined trends in cool and warm season precipitation and temperature over the same 

western U.S. domain using both observations from the Historical Climatology Network 

(HCN) (Karl et al. 1990) and the same daily time step gridded meteorological data used 

here (see following sections for more details on the meteorological driving data set).  We 

summarize below some of the key findings from the earlier papers that have a direct 

bearing on the hypotheses and experimental design of this study.   

 

To begin with, there are fundamental differences between variations in precipitation and 

temperature over the 20th century that are important in the context of this study.  From 

1916-2003 essentially the entire western U.S. has experienced increases in both cool 

season and warm season temperatures (Mote et al. 2005; Hamlet et al. 2006 (Chapter 5)).  

The rate of change varies from location to location and with the time period examined, 

but the central tendency is on the order of one degree (C) per century from 1916-2003 

(Hamlet et al. 2006 (Chapter 5)).  The rate of increase from 1947-2003 is roughly double 

that of the longer period from 1916-2003, which is largely attributable to the fact that 

much of the observed warming has occurred from about 1975 to present.  Although 

regional scale changes in temperature may or may not be directly attributable to global 

warming, the synchronicity and spatial extent of these changes, coupled with high 

correlations between the smoothed regional and global mean temperatures (Figure 6.2), 

provides evidence that regional temperatures are coupled to global temperatures. 
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The nature of precipitation variations in the western U.S. over the period 1916-2003 

contrasts with the observed temperature changes.  Over this period, there is little evidence 

of any consistent large-scale trends.  Instead, precipitation variations seem to be most 

strongly related to natural variations at decadal time scales in particular regions (Cayan et 

al. 1998; Mote et al. 2005; Hamlet et al. 2006 (Chapter 5)).  To illustrate this point, a 

comparison between the CRB and the PNW is instructive.  Figure 6.2 shows that the 

West as a whole was relatively dry from 1925-1946 and remained dry in the CRB from 

1947- 1976 after which there was an abrupt shift to wetter conditions from 1977 on 

(Hidalgo and Dracup 2003).  In the PNW, however, the period from 1947- 1976 was 

anomalously wet, while the period from 1977 to at least the mid 1990s was generally dry 

(Figure 6.2).  Thus trends in precipitation across the West have been generally upwards 

since the early part of the century (owing primarily to large scale drought in the early part 

of the record), but are opposite in sign for the PNW and the CRB in the last half century 

or so when global warming arguably has had its strongest influence (Mote et al. 2005; 

Hamlet et al. 2006 (Chapter 5)).  These historic patterns support the hypothesis that long-

term trends in cool season precipitation in the West are controlled primarily by natural 

climatic variations at the regional scale and that large scale effects associated with 

regional warming have (at least so far as the long-term trends are concerned) played a 

relatively minor role. 

 

A lack of clear trends in cool season precipitation not withstanding, there is an obvious 

change in the interannual variability across the western U.S. after about 1973 (Figure 

6.1).  The change in variability is characterized by increased coefficient of variation, 

increased period of oscillation, and increased covariation between regions (analysis not 

shown).  This increased synchronicity and increased range of variation has also been 

noted in several other studies examining observed streamflow records in the western U.S. 

(e.g. Cayan et al. 2003; Jain et al. 2005; Pagano and Garen 2005).  There is currently little 

conclusive evidence to tie these changes in variability to global warming per se, however 
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the synchronicity and spatial extent of these effects again suggests a large scale climatic 

influence affecting the West as a whole.   
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Figure 6.2  Standardized anomalies for cool season precipitation (PCP), maximum temperature (TMAX), 
and minimum temperature (TMIN) shown in Figure 6.1, smoothed with a 12-year running mean.  
Precipitation is compared to a smoothed time series of the cool season PDO index anomalies.  Temperature 
is compared to the smoothed time series of standardized global mean temperature anomalies.  Inset tables 
in each case show the correlation (R2) between the smoothed regional time series and the PDO index and 
global temperature time series, respectively. 
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These findings have important implications for investigations of evolving flood risks in 

the western U.S., which are potentially affected by both temperature and precipitation 

changes at various time scales (see discussion of mechanisms in following section).  

Because the West is apparently systematically warmer now than it was in the past, one 

objective of this study is to understand the resulting implications for flood risks.  We will 

also examine the changes in flood risks associated with interannual climate variations 

associated with PDO and ENSO, as well as for the apparent changes in cool season 

precipitation variability that have occurred since the mid-1970s.   

6.3. Physical Mechanisms Associated with Western U. S. 

Flooding  

At the most fundamental level, flooding is caused by complex interactions between storm 

characteristics (seasonality of storms, precipitation intensity, storm size and duration, 

temperature, orientation, and velocity), catchment geometry (basin area, slope, 

orientation), land surface characteristics (infiltration rate, depth of soils, vegetation), and 

the nature of antecedent hydrologic conditions (soil moisture, snowpack) (Pilgrim and 

Cordery 1993).  For many rivers of moderate to large spatial scale in the western U.S. 

floods typically result from either a) large scale fall and winter storms, or b)  spring 

snowmelt, both of which are associated with relatively large-scale climatic drivers 

(O’Conner and Costa 2003).  In Section 6.4 below we also compare the seasonality of 

flooding for both model simulations and  observations, which provides additional 

evidence that winter and spring flooding are the general rule in the western U.S. for 

basins larger than about 775 km2 (Figure 6.3).  These general characteristics are in 

contrast to flooding that occurs at smaller spatial scales in the arid southwestern U.S. and 

in other regions of the U.S., where warm-season thunderstorms affecting relatively small 

spatial scales are sometimes responsible for extreme flash flooding (e.g. the 1997 flood at 

Ft. Collins, CO, and the 1972 flood at Rapid City, Iowa).   
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On this basis we argue that, at least for the moderate to large river basins in the western 

U.S. that we will examine in this study, the causes of flooding associated with catchment 

geometry and storm size interactions are probably less important than in other regions, 

and large scale effects due to cool season climate play a more important role. This is 

particularly true in larger snowmelt dominant rivers where spring snowmelt flooding is 

often related to the spatially and temporally integrated climatic effects occurring during 

the entire snow accumulation season (typically Nov-March) rather than to individual 

winter storms (O’Conner and Costa 2003) .   

 

In the western U.S., climate variability primarily affects flood risks via storm 

characteristics, contributing basin area (a function of temperature and topography in 

mountain basins), and antecedent hydrologic conditions (particularly soil moisture and 

snowpack).  For a given temperature regime, increases in precipitation intensity or 

duration at the time when floods typically occur would generally be expected to increase 

flood risks (Pilgrim and Cordery 1993);  however, for a given regional climate, the 

specific physical mechanisms associated with temperature that influence flooding are 

potentially different for basins with different winter temperature regimes.   

 

In rain dominant basins that are mostly above freezing in winter, floods are mostly 

associated with storms that produce a) extreme precipitation intensity or b) heavy 

precipitation over a longer duration and/or a large spatial scale.  The amount of runoff 

produced by either kind of storm can be intensified by antecedent conditions that produce 

saturated soils (Pilgrim and Cordery 1993).  In these basins, one might expect that 

systematic shifts in temperature would play a relatively minor role in changing flood 

risks, because floods are determined primarily by the precipitation characteristics and 

sequencing of observed storms.  

 

In mountain watersheds where average mid-winter temperatures are close to freezing 

(sometimes referred to as “transient snow” watersheds), temperature can play an 
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important role in determining the amount of runoff that will occur in response to a given 

storm.  This is particularly true in places where cool season storms are large enough in 

spatial extent that a large portion of the basin is affected by individual storms, with 

temperature controlling the contributing basin area via the form (rain or snow) of the 

precipitation over different parts of the basin.  In near coastal mountain watersheds in 

WA, for example, warm winter storms (e.g. “pineapple express” storms) can produce an 

unusually large amount of runoff simply because the entire watershed is below the 

snowline (USGS FS 228-96).  A similar amount of precipitation occurring in 

combination with colder conditions can have a much smaller contributing basin area.  

Antecedent snowpack can also melt during warm events, adding additional runoff to that 

generated by new precipitation (so-called “rain on snow” floods) (USGS FS 228-96).   

Thus several competing mechanisms present themselves with regard to changes in 

flooding in response to systematic warming in transient watersheds.  Storms occurring in 

early winter, for example, would presumably be associated with significant antecedent 

snow less frequently and/or over a smaller portion of the drainage area in a warmer 

climate, but the effective basin area (responding to precipitation as rain) would 

presumably be larger.  Thus, in response to warming, flood risks could potentially 

increase or decrease depending on the relative importance of these two factors.  

Seasonality of flooding may also play a role in transient watersheds.  One might 

hypothesize, for example, that transient snow watersheds for which the largest floods 

typically occur in early winter would see increased flooding due to an increased effective 

basin area producing runoff, whereas those that typically experience flooding in the early 

spring might see decreases in flooding due to less antecedent snowpack. 

 

In snowmelt dominant watersheds, for which mid-winter temperatures are frequently well 

below freezing, flooding typically occurs in spring when anomalously large snowpacks 

have accumulated and either melt rapidly due to warm temperatures or are combined with 

additional precipitation falling as rain. Increasing temperatures have been shown to result 

in decreased spring snow accumulation (Hamlet et al. 2005 (Chapter 4)), which would 
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suggest decreased flood risks;  however earlier snowmelt and the resulting earlier soil 

moisture recharge (Hamlet et al. 2006 (Chapter 5)) could also potentially increase 

flooding during some spring storms.  

6.4. Methods and Experimental Design 

As in Hamlet et al. (2005) (Chapter 4)  we use the Variable Infiltration Capacity (VIC) 

hydrologic model (Liang et al. 1994), implemented at 1/8th degree latitude/longitude 

resolution over the West.  Additional details on the model implementation are given in 

Hamlet et al. 2005 (Chapter 4).  In this study, we also make use of a daily time step 

streamflow routing model described by Lohmann et al. (1998), which is applied as a post 

processing step to daily time step runoff and baseflow calculated by the VIC model for 

each 1/8 degree grid cell.  The routing model uses a unit hydrograph approach at the grid-

cell scale, combined with a simple channel routing scheme that accounts for lateral 

movement of water between grid cells.  The model does not include detailed information 

about spatial variations in the unit hydrographs for each cell or about the detailed 

hydraulic characteristics of the river channel system, but is appropriate for large-scale 

studies of this kind where such details are not the central concern. It is important to 

reiterate that we are examining hydrologic effects of climatic variability and change on 

natural streamflow, which is defined as the streamflow that would occur in the absence of 

anthropogenic effects such as water management and land use change.    

 

At very large spatial scales (i.e. river basins with drainage areas on the order of 104 – 105 

km2), the VIC model has been shown to reproduce naturalized monthly streamflows for a 

number of basins across the western U.S. with good fidelity (Maurer et al. 2002).   At 

smaller spatial scales the model typically displays more bias, although monthly 

streamflow anomalies associated with climatic variability are often well simulated when 

the model bias is removed via statistical procedures (Voisin et al. 2006). 
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Previous studies have also shown that the macro-scale changes in snowpack and runoff 

timing associated with warming and changing precipitation regimes in the western U.S. 

are faithfully reproduced by the model, despite bias at smaller spatial scales (Hamlet et al. 

2005, 2006 (Chapter 4 and 5); Mote et al. 2005).  The model is evaluated in the context 

of climatic effects on flooding below. 

Climatic Data 

We take as our starting place the gridded 1/8th spatial resolution meteorolgical data set for 

the western U.S. described by Hamlet and Lettenmaier (2005) (Chapter 3) and used in 

previous studies to investigate hydrologic trends in the region (Hamlet et al. 2005, 2006 

(Chapter 4 and 5); Mote et al. 2005).   To investigate the effects of 20th century warming 

on floods, two variations of this daily temperature and precipitation data set were 

constructed, each representing an identical precipitation time series for a specific 

temperature regime associated with early and late 20th century conditions.  To construct 

these detrended data sets, for each grid cell and each calendar month, linear trends in the 

monthly average of daily maximum temperature (Tmax) and daily minimum 

temperatures (Tmin) were removed from the time series relative to a specific “pivot year” 

as follows: 

 

Tadj[month] [year]  =  Torig[month][year] + Trend[month] * (Pivot_Year – year) 

 

Thus for a positive trend in temperature, temperatures in years before the pivot year were 

increased, while temperatures in years after the pivot year were decreased.  After the 

monthly trend was removed, the original daily data were scaled to recreate the adjusted 

monthly value, while retaining the time series elements of the daily variations within the 

month.  Thus the long-term trends in maximum and minimum temperature were removed 

but the daily covariability of temperature and precipitation was maintained as in the 

historic record, and most of the statistics of the spatial, seasonal, and interannual 
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variability of temperature and precipitation are preserved in the adjusted data sets.  Note, 

however, that the trends in Tmax and Tmin were adjusted separately for each month.  

 

This procedure was carried out for a pivot year of 1915 (i.e. to create a data set consistent 

with early 20th century temperatures), and for a pivot year of 2003 (i.e. to create a data set 

consistent with late 20th century temperatures).  The advantage of using this approach is 

that a long time series of precipitation and temperature variability, reflecting a wide range 

of natural variability over the 20th century, can be examined in the context of a consistent 

overall temperature regime.  Thus we can examine the effects of natural variability that 

occurred early in the century for a temperature regime consistent with the late 20th 

century, and vice versa.  This also provides a large sample for evaluating in quantitative 

terms the effects on flood statistics.    

 

Climate categories (warm, neutral, cool) for interannual ENSO and PDO variations were 

based on the NINO3.4 index of Trenberth (1997), the PDO index of Mantua et al. (1997) 

and the definitions shown in Table 1. 

 

Table 6.1  Retrospective definitions of warm, neutral, and cool ENSO and PDO years 
Climate 
Category 

Index Used Definition 

warm ENSO NINO3.4 > 0.5 std deviations above the mean for DJF mean 
ENSO neutral NINO3.4 neither warm nor cool 
cool ENSO NINO3.4 < -0.5 std deviations for DJF mean 
   
warm PDO PDO > 0.5 std deviations above the mean for ONDJFM mean 
PDO neutral PDO neither warm nor cool 
cool PDO PDO < -0.5 std deviations for ONDJFM mean 

 

Note that we will examine the implications of interannual variations in the PDO index 

(rather than an epochal formulation) based on the analysis of Newman et al. (2003) (Also 

see discussion in Chapter 2).   
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Flood Frequency Estimation 

For each river basin, and each of several daily streamflow simulation time series 

(representing different temperature regimes and/or composites based on climatic 

categories), the annual maximum series (AMS) (i.e. a time series of the maximum daily 

flow in each water year) was extracted.  The Generalized Extreme Value (GEV) 

probability distribution was fitted to each AMS using L-moment parameter estimation 

techniques (Hosking and Wallis 1993; Stedinger et al.1993).  Other parameter fitting 

techniques for the GEV distribution were also tried using LH2 and LH4 moments (Wang 

1997) and log normal (LN) and Extreme Value Type I (EV I) distributions were also 

fitted to the data (Stedinger et al.1993).  The conclusions for this large scale study were 

not found to be very sensitive to the choice of distribution or fitting technique, and the 

GEV distribution using L-moment parameter estimators was used throughout given that 

the true probability distributions (and the nature of the changes in these distributions) in 

each case are not known (Potter and Lettenmaier 1990).  Although a regional fitting 

procedure could also potentially be used, we intentionally use at-site fits of the GEV, 

because we are interested in quantifying the effects of warming on basins with different 

mid-winter temperature regimes, and in identifying the spatial signature of PDO and 

ENSO effects, effects that would potentially be masked by regional estimators.   

 

When fitting the probability distributions for flooding associated with ENSO and PDO 

climate categories, and data from 1973-2003, the AMS from each basin was first 

composited according to the climate category (i.e. flows for years that do not match the 

climate category were excluded), and the data were then processed exactly as for the 

entire data set. 

 

Using the GEV parameters estimated in each case, the 5, 10, 20, 50, 100, 200, and 500-

year return period floods were calculated for each model forcing data set and climate 

category.  While the absolute value for each recurrence interval is estimated, we are 
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primarily interested in changes in these quantities, and will present the results as changes 

relative to a base condition.   

Model Evaluation 

As noted above, the VIC model has previously been used and evaluated mostly for 

relatively large river basins at the monthly time scale (e.g. Maurer et al. 2002).  In this 

study, we are fitting distributions to AMS for smaller spatial scales (down to about 1700 

km2).  In this section we evaluate the ability of the model to capture the broad behavior of 

flood regimes across the region using daily streamflow data from the USGS Hydro-

Climatic Data Network (HCDN) (Slack et al. 1993) – a set of stations with long records 

that are nominally unaffected by diversions or reservoir regulation.  The test stations were 

selected based on basin size (drainage area > 775 km2 (300 mi2)), the availability of 

serially complete daily data for at least 50 years, and coincidence with the pre-existing 

VIC stream routing network.  80 stations satisfying these criteria were identified with 

records from water year (WY) 1953-2003 [Note that we extended the HCDN records 

(which originally ended in 1988) through 2003, using current USGS station records].  

These gaging stations were then registered with the VIC stream routing network, and VIC 

simulations were made for a coincident time period using observed temperature and 

precipitation data (without temperature detrending).  GEV probability distributions were 

fit to the observed and simulated AMS as described above.  The mean annual flood 

(computed from the AMS, rather than the fitted distribution) and the average date of the 

annual maximum (daily) flow were also calculated for both observed and simulated data.  

 

To begin with, the model displayed considerable bias in attempting to reproduce the 

mean annual flood in each test basin.  Many of the HCDN basins are fairly small in size, 

which exacerbates errors in the spatial distribution of precipitation in the gridded driving 

data sets, and even in larger basins up to about 26,000 km2 (the largest in the test data set) 

errors in the simulated mean annual flood (not shown) were frequently on the order of 

50%.  From this analysis it was clear that for accurately estimating the absolute value of 
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annual daily peak flows in each individual basin, the model and driving data sets were not 

suitable for the intended analysis. 

 

Several aspects of the flood response in each basin that are important to this study, 

however, were reasonably well simulated.  Firstly, the model captured the seasonality of 

flooding in each basin with reasonable fidelity in most of the test basins (Figure 6.3 upper 

left).  This is important in the context of evaluating temperature related impacts on 

flooding regimes, because the seasonal timing of flooding is strongly related to 

temperature effects associated with snow accumulation and contributing basin area in the 

western U.S..  Secondly the model was able to produce plausible simulations of the ratio 

of the 100-year flood to the mean annual flood (Figure 6.2 upper right and lower panels).  

This analysis demonstrated that once the bias in the simulated mean annual flood was 

removed, the estimates of flood quantiles from the fitted GEV distributions were 

reasonable in most cases.  To exploit the strengths of the model and to avoid the issue of 

bias in the simulation of the mean annual flood, we will report only the relative changes 

in flood quantiles associated various climatic drivers. 

 

The climate sensitivity of the model and probability distribution fitting procedure was 

also examined by compositing the data from 1953-2003 in two ways.  In the first case 

(Figure 6.4 left panel) we composite the data for the period from 1973-2003 (31 of 51 

years) for both observed and simulated data, fit GEV parameters, and estimate the 100 

year event for each sample.  The 100 year event for the composited data was then 

compared to the 100-year event for the unconditional sample (all data from 1953-2003) 

for both VIC and HCDN observations.   In the second case (Figure 6.4 right panel) the 

same procedure is followed except data are composited for all warm ENSO years from 

1953-2003 (17 years of 51).   
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The period from 1973-2003 is characterized both by warmer temperatures and increased 

cool season precipitation variability in comparison with the entire 1953-2003 period 

(Figure 6.1).   
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Figure 6.3.  Flood statistics from the VIC simulations compared with observations from the HCDN network 
from 1953-2003:  upper left:  scatter plot of simulated vs observed average WY date of flooding (day 1 = 
Oct 1), upper right: scatter plot of the natural log of the ratio of the 100 year flood to the mean annual 
flood; lower: summary of GEV fits for all stations for 5, 10, 20 50, and 100 yr return intervals, dots show 
individual stations, line plots show the central tendency for all stations.  Stations are color coded by region 
in upper two panels:  Red = PNW, Blue = CA, Green = CRB, Black = GB  
 

The model suggests that increases in flood risks have occurred overall, and this is 

corroborated by the observations, although the model signals are stronger than observed 

in some cases, particularly in the PNW.  Some bias towards predictions of “false 
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increases” (the lower right quadrant of the figure) are also apparent.  Regional scale 

changes are simulated more accurately, however (colored lines in Figure 6.4). 

 

In the case of the warm ENSO composite, the smaller sample size results in a large 

increase in the absolute errors, which makes interpretation more difficult.  This sample 

size is not representative of that available in the sensitivity analysis shown in following 

sections (where both PDO and ENSO composites have sample sizes of about 30) so the 

absolute errors shown are not the primary concern.   
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Figure 6.4   Evaluation of model climate sensitivity; left panel: comparison of VIC and HCDN changes in 
the 100-year flood expressed as ratio between the 100-year event for the 1973-2003 composite (sample size 
= 31) and the 1953-2003 100 year event;  right panel:  comparison of VIC and HCDN changes in the 100-
year flood expressed as ratio between the 100-year event for a warm ENSO composite (sample size = 17) 
and the 1953-2003 100-year event.  Stations are color coded:  Red = PNW, Blue = CA, Green = CRB, 
Black = GB.  Color coded lines in both panels show regional average changes along the x axis (VIC 
changes, shown as vertical lines), and along the y axis (OBS changes, shown as horizontal lines).  Light 
lines parallel to the one-to-one line show approximate 20% error bounds.  
 

Climatic signals associated with ENSO are broadly characterized by regional scale 

redistributions of winter precipitation combined with moderate temperature anomalies.  

On a station by station basis, the model is not a very reliable predictor of changes in flood 

risk associated with ENSO, especially for this relatively small temporal sample.  

However, on a regional scale the model does better.  For the PNW (red dots and lines in 

Figure 6.4) a moderate shift towards lower flood risks is apparent in both the 

observations and simulations.  For CA (blue dots and lines in Figure 6.4), flood risks are 
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strongly lower in warm ENSO years in both the observations and simulations.  In the 

CRB (green dots and lines in Figure 6.4) the observations and simulations show little 

overall shift in flood risks.  Each of these effects is also broadly consistent with the 

regional scale precipitation and streamflow signals associated with warm ENSO 

discussed in the introduction. 

 

From the analysis described above we conclude that while the model has significant 

limitations for estimating changes in flood risks in any particular basin, it is well suited to 

identifying large-scale changes in flood risks associated with climate variability, which is 

our primary objective here.  We should state clearly that large-scale hydrologic 

experiments of the kind we undertake here, while providing potentially useful 

information about the changing nature of flood risks on a regional basis, cannot be 

considered a replacement for more detailed studies at the basin scale.    

Test Basins 

Having evaluated the model using a limited observed data set, we then constructed a 

larger set of test basins to evaluate the sensitivity of flood risks to climate across the 

region. Rather than select test basins according to specific river locations (e.g. U.S. 

Geological Survey (USGS) gaging sites) we instead designed a large-scale sensitivity 

study in which we used model simulations of AMS for all drainage basins within the 

region with drainage areas lying within specified size ranges.  In this way we can 

examine the scale dependence of the results, while retaining a relatively large sample 

size.  This approach also has some advantages when interpreting the effects of changing 

flood risks as a function of mid-winter basin temperature regimes and other climatic 

effects, because we can show the effects over a wider range of conditions in a consistent 

manner.  The basin size ranges were selected according to ranges of 1/8th degree cells 

shown in Table 6.2. 
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The basins in each category were selected so that they  a) fall within the range of cells 

and b) are unique (in the sense that the selected basins do not “nest” within any others in 

the same size range).  Because each basin is selected by following the routing path 

downstream until the first basin within the size range is found, in general the location 

closest to the lower bound of the category is selected first (and basins whose downstream 

most points are cells somewhat further downstream are not duplicated in the list).  For 

each basin, the unadjusted daily average temperature from the VIC driving data set was 

summarized for DJF for the period 1915-2003, and retained for use in subsequent 

categorization of results. 

 

Table 6.2  Size definitions for simulated test basins used in the west-wide sensitivity study 
Basin Size Range 
(number of 1/8th 
degree cells) 

Approximate Basin 
Size (km2) 

12-25  1728 
25-50  3600 
50-100  7200 
100-200  14400 
200-400  28800 
400-800  57600 
800-1600  115200 
1600-3200  230400 
> 3200  > 460800 
> 4000  > 576000 
> 5000 > 720000 

 

In a few isolated cases the “flow” from a simulated drainage network in the model does 

not represent a point in a river channel.  The largest drainage network in the GB, for 

example, represents the combined drainages that feed the Great Salt Lake, which is a 

closed basin.  One could argue that daily flood frequencies in these specific cases are 

probably not the most appropriate metric for high flow events, but for completeness we 

nonetheless include these combined drainages in the analysis.  

6.5. Results and Discussion 

In the following sections we present results from the three model sensitivity studies 

showing the effects of century scale warming, retrospective PDO ENSO variability, and 
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changes in cool season precipitation variability since the mid-1970s on flood risks across 

the western U.S.. 

Effects of Century-Scale Warming 

In this section we compare calculated flood risks associated with the 2003 temperature 

regime with those associated with the 1915 temperature regime and diagnose the 

dominant mechanisms that are responsible for the changes in the different test basins.    

Figure 6.5 shows the changes in the 20-year flood for the smallest basins (~1700 km2) 

expressed as a ratio of the 2003 20-year flood divided by the 1915 20-year flood.   
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Figure 6.5.  Ratio of estimated 20-year flood quantiles (2003 temperature regime/ 1915 temperature 
regime) for the smallest basin size (12-25 cells) shown as a spatial plot (left panel) and a scatter plot (lower 
right) showing the ratio as a function of DJF average temperatures in each basin.  Inset figure (upper right) 
shows a scatter plot of basins with DJF temperatures between -6° and 1° C.  Color coding in the scatter 
plots identifies the month when flooding typically occurs in the simulations:  red = Jan, purple = Feb, light 
green = Mar, dark green = April,  blue = May, black = June  
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Figure 6.6 shows the same results for three different basin sizes. Relationships for flood 

changes at longer return intervals (e.g. the 100-year flood) are similar (Figure 6.7).  In the 

scatter plots the relationship between basin average DJF temperatures (and the month 

when flooding typically occurs) and the ratio of flood quantiles are shown.  Basin DJF 

temperatures broadly categorize the response to warming for different basins.  For basins 

with mid-winter temperatures above 5° C (i.e. rain dominant), systematic changes in 

floods are relatively small, and are probably due to modest changes in antecedent soil 

moisture conditions associated with changes in evaporation.  For DJF temperatures below 

about -6° C, flood risks are mostly reduced by the observed warming.  Most of these 

basins are strongly snowmelt dominant, and experience annual peak flows in spring 

(usually in May or June).  
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Figure 6.6 . Same as Figure 6.5, but showing results for three different basin sizes:  12-25 cells (left),  50-
100 cells (center), and 200-400 cells (right).   
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Flood risks tend to decline in these basins because of systematic reductions in spring 

snowpack.  In some basins, however, the largest precipitation events occur in late spring, 

at a time when most of the snowpack has already melted.  For these basins, the annual 

floods can increase in magnitude due to a combination of elevated soil moisture in the 

spring (Hamlet et al. 2006 (Chapter 5)) or enlarged contributing basin area due to warmer 

temperatures.   
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Figure 6.7.  Same as Figure 6.6, but showing the estimated 100-year quantiles.  
 

For basins with moderate mid-winter temperatures between about -6° C and 1° C, a wide 

range of effects is apparent.  The inset scatter plot for this DJF temperature range (Figure 

6.5) shows that there is a relationship between mid-winter temperatures and the change in 

the 20-year flood (i.e. warmer basins are less likely to show a decrease, and cooler basins 

are more likely to show a decrease in the 100-year flood).  In this kind of basin, the 

effects on flood risks are ultimately determined by complex tradeoffs between antecedent 
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snow conditions and the effective basin area contributing to runoff from rainfall.  

Consider a transient snow basin with mid-winter temperatures close to freezing that 

typically experiences flooding in February or March.  In the 2003 climate the basin will 

typically have accumulated less snow in December and January than in the 1915 climate, 

which would tend to reduce flood risk, whereas in the 2003 climate the contributing basin 

area will tend to be larger than in the 1915 climate.  Depending on the relative size of 

these two effects, the flood risk will either increase or decrease.  These mechanisms are 

broadly consistent with the dependence of changes in the 20-year flood on mid-winter 

temperatures, because the warmer basins tend to have less antecedent snowpack than 

cooler basins –i.e. in warmer basins the effect of basin enlargement dominates, whereas 

in cooler basins the reduction in antecedent snow dominates. 

 

Transient snow basins are also sensitive to the seasonality of trends in temperature in 

each particular basin.  For example, in a hypothetical basin that typically floods in 

February or March, if the warming trends are relatively large in December and January, 

but are relatively small in February and March, then the effects due to decreased 

antecedent snow will tend to dominate and the 20-year flood would tend to decrease.  If 

the situation is reversed and the warming trends are small in December and January and 

large in February and March, then the effects associated with enlarged contributing basin 

area would tend to dominate.  These tradeoffs are probably also present in the case of 

snowmelt dominant basins (as discussed above), but transient basins are more sensitive 

because the two effects are similar in magnitude. 

 
Figures 6.6-6.7 show the results for three different basin sizes for 20 and 100-year 

recurrence intervals respectively (note that the left most panels in Figure 6.6 shows the 

same results as Figure 6.5).  The character of the results is similar, however the 

uncertainties in the 100-year flood estimates (and their changes with warming) are 

inherently larger than those shown for the shorter return interval.  This increased 

uncertainty in the 100-year flood changes is characteristic of flood estimates based on 
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fitted probability distributions, a process which tends to amplify the noise present in the 

changes in more frequent flood events when extrapolating to flood quantiles with longer 

return intervals.  [Note that such uncertainties would tend to be filtered out if a regional 

scale analysis were used to obtain the fitted probability distributions, but for the reasons 

discussed above we want to retain the spatially explicit information.]   

 

Figure 6.6 and Figure 6.7 also compare the effects discussed above for several basin 

sizes.  Changes for larger spatial scales tend to be smaller, presumably due to cancellation 

of effects from different changes in different sub basins.  While there are some 

differences between these results in terms of the absolute value of the changes 

(decreasing as basin area increases), there is nothing here to suggest that the fundamental 

mechanisms associated with warming that influence flooding at daily time scales vary 

strongly with basin scale.   

Effects of Climate Variability on Flooding Risks 

In this section we show the effects to flood risks due to a) temperature and precipitation 

variability as related to PDO and ENSO categories, and b) increased cool season 

precipitation variability since 1973.  In each case the unconditional (not composited) 

AMS used as a standard of comparison is based on the 88-year time series for the 

detrended 2003 temperature regime.  After compositing this time series by climate 

category (e.g. extracting all warm ENSO years), the 100-year flood based on the 

composited data (see methods section) is compared to the 100-year flood from the 

unconditional 2003 distribution.  Thus we examine PDO and ENSO variability in the 

context of a systematically warmer climate associated with the end of the 20th century.  

This approach avoids problems with earlier years in the data set having a significantly 

cooler temperature regime than latter years, a potentially confounding element. 

 

Figure 6.8 and Figure 6.9 show the changes in the 100-year flood at the smallest spatial 

scale simulated.  The clustering of flood changes in particular geographic areas of the 
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domain (e.g. effects of ENSO in near coastal areas of WA, OR and Northern CA) and the 

lack of a coherent response associated with basin temperature regimes (scatter plots in 

Figure 6.8 and Figure 6.9) suggests that the primary mechanism that determines flood 

risks in certain climate categories is the spatial distribution of winter storms.  This is not 

to say that cool season temperatures do not vary with ENSO and PDO, or that these 

variations do not play some role in determining flood risks, but such effects are 

apparently secondary to storm track behavior.   
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Figure 6.8  Spatial and scatter plots for the smallest basin size (as in Figure 6.5) showing the ratio of the 
estimated 100-year flood for warm PDO (left panels), neutral PDO (center panels), and cool PDO (right 
panels) composites to the estimated 100-year flood for the unconditional probability distribution.  Both 
composite and unconditional probability distributions are extracted from the 2003 temperature regime 
streamflow simulations. Color coding in the scatter plots identifies the seasonality of flooding as in Figure 
6.5.  
 

During warm PDO and ENSO years, flood risks are generally lower in the PNW and 

northern CA, and higher in southern CA, the GB, and the CRB.  For cool PDO and 

ENSO categories this pattern is reversed.  These bimodal spatial patterns are consistent 
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with earlier studies examining cool season precipitation anomalies associated with PDO 

and ENSO (e.g. Dettinger et al. 1998; Gurshenov and Barnett 1998).   

 

The seasonality of flooding can also play a considerable role in the changes in flood risk 

associated with ENSO and PDO variations, which have their greatest effect on climate in 

mid-winter.  In areas that typically flood in January or February in the simulations (i.e. 

relatively warm coastal areas) when precipitation signals are most pronounced, changes 

in floods associated with ENSO and PDO may be unusually large.  This can be seen in 

the effects of ENSO on flood risks in basins in western Washington and Oregon, for 

example (Figure 6.9).   
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Figure 6.9.  Same as Figure 6.8 but showing warm ENSO (left panels), neutral ENSO(center panels), and 
cool ENSO (right panels) composites.  
 

Previous studies have shown positive reinforcement between PDO and ENSO effects 

(Gershunov and Barnett 1998; Hamlet and Lettenmaier 1999a; Mote et al. 2003), and 
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Figure 6.10 shows “in phase” (i.e. warm PDO/warm ENSO and cool PDO/cool ENSO) 

effects from the simulations.  Although the sample sizes are quite small in this instance 

(about 12 in each case),  and the sensitivity of individual basins may not be robust, there 

does appear to be some positive reinforcement between PDO and ENSO effects in the 

context of flood risks at the regional scale, particularly in the southwest. 
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Figure 6.10.  Same as Figure 6.8 except showing only warm-PDO/warm-ENSO (left column) and cool-
PDO/cool-ENSO (right column) composites.  [Black areas in the spatial plots are off scale on the low side] 
 

While the spatial distribution of effects is shown to be influenced by ENSO and PDO, 

there is a random component to the simulated effects that is evident at the spatial scales 

shown in Figures 6.8, 6.9, 6.10.  The performance of the model in identifying changes in 
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individual basins of this size does not encourage assigning great confidence to these basin 

specific effects, and these patterns may in fact simply be an expression of modeling or 

GEV parameter fitting uncertainties.  At larger spatial scales, however, there are 

sometimes spatially cohesive precipitation signals associated with PDO and ENSO that 

create large changes in flood risks.   
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Figure 6.11.  Same as for Figure 6.8 except showing composites based on all years from 1973-2003 for the 
20-year (left panels), 50-year (center panels), 100-year (right panels) return intervals compared to the same 
values for the unconditional probability distributions (all years from pivot 2003 simulations). 
 

For the entire Sacramento San Joaquin basin (120,000 km2), for example, the simulated 

100-year flood (not shown) is about 35% higher during cool ENSO years in comparison 

with an unconditional sample, and at this spatial scale the model’s performance is 

reasonably robust (see previous sections, Figure 6.4).  The effects of increased cool 
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season precipitation variability on flood risks for a consistent late 20th century 

temperature regime is shown in Figure 6.11.  These simulations suggest that increases in 

flood risk have occurred over most of the region as a result of the observed increases in 

precipitation variability, despite the lack of any clear trends in precipitation.  Because 

these effects are similar over large areas of the domain, they are also largely scale 

independent, with large and small basins showing similar changes.  

6.6. Summary and Conclusions 

Our simulations suggest that large scale warming over the western U.S. in the 20th 

century (on the order of 1° C) has resulted in changes in flood risks in many parts of the 

region.  These changes, rather than being organized geographically or regionally, are 

instead characterized by mid-winter temperature regimes in each river basin.  Relatively 

warm rain dominant basins (> 5° C in mid winter) show little systematic change.  

Relatively cold snowmelt basins (< -6° C in mid winter) typically show reductions in 

flood risks due to reductions in spring snowpack.  Moderately cold transient snow basins 

show a very wide range of effects depending on competing factors associated with the 

relative role of antecedent snow and contributing basin area during storms that cause 

flooding.  While the absolute value of changing flood risks is affected somewhat by basin 

scale, the fundamental relationship to basin temperatures in mid-winter is largely scale 

independent in the simulations.   

 

Climate variability associated with PDO and ENSO also affect flood risk in the 

simulations.  In contrast to the effects associated with 20th century warming, these effects 

are characterized by regional scale patterns that are consistent with the geographic 

distribution of cool season precipitation that has been identified in many previous studies.   

These effects are, in general, not scale independent in the simulations, although in some 

areas where climatic signals are cohesive over fairly large spatial scales, very large 

changes in flood risks can occur in response to precipitation patterns associated with 
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PDO and ENSO.  As for seasonal variations in cool season precipitation, the largest 

changes in flood risks are associated with years when PDO and ENSO are in phase.   

 

The gridded precipitation data sets used in this study show clear increases in the 

variability of cool season precipitation over essentially the entire region after about 1973.  

When examined in the context of a consistent late 20th century temperature regime, these 

changes in variability are shown in the simulations to increase flood risks over most of 

the region.  In contrast to the effects related to temperature and PDO ENSO variability 

discussed above, there is no evidence in the simulations that these changes in 

precipitation are affecting the flood risks in different regions or basin types in a unique 

manner.  More work is needed to determine if these kinds of changes in variability can be 

rigorously attributed to global warming processes.   

 

The simulated effects of century-scale warming, climatic variations associated with the 

PDO and ENSO, and late 20th century changes in precipitation variability on flood risks 

across the region provide evidence that flood risks are not constant in each year and are 

slowly evolving as the region warms.   The systematic nature of some of these changes 

(particularly the effects of warming) raises interesting and important research questions 

regarding how to best account for these gradually evolving flood risks in determining 

design standards, updating flood inundation maps, or creating scenarios for long-term 

water planning studies.  The evidence of interannual effects on flood risks associated with 

ENSO and PDO variations raises similar questions with regard to water management 

applications at seasonal to interannual time scales.  It is not immediately clear, for 

example, whether the advantages associated with identifying a potentially altered flood 

probability distribution outweigh the disadvantages associated with a smaller sample size 

and increased uncertainty.   The effects of increased cool season precipitation variability 

since the mid-1970s (whose root causes are not presently well understood) also presents a 

number of interesting questions about how to apply this information to planning and 

management applications. In particular it is not clear whether the changes in precipitation 



 

 

107 

variability over the region in the late 20th century are systematic in nature (like 

temperature changes), or whether this is just one of a number of normal modes of natural 

variability that has been coincident with large scale warming.  If these changes prove to 

be related to systematic large-scale precipitation changes associated with global warming, 

then the potential to provide updated information on flood risks exists (as for temperature 

effects).  If these changes can not be shown to be systematic in nature, then it is probably 

inappropriate to isolate this time period in estimating flood risks. 
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7. Final Overview and Conclusions 

A summary and conclusions section is included in each of the preceding chapters, and the 

reader is directed to these sections for a more detailed overview and discussion of each 

component of the research.   This section will present some overall conclusions at a 

somewhat broader level of detail.   

 

The results presented in the preceding chapters demonstrate that hydrologic variability in 

the West has been evolving as the West has warmed in the 20th century, and provides 

evidence that temperature and precipitation trends are fundamentally different in 

character and have played contrasting roles in this evolution.  The hydrologic effects of 

precipitation variability and trends are difficult to interpret for several reasons.  First, in 

contrast to cool season temperatures, there are no consistent large scale trends in cool 

season precipitation that have accompanied the warming from 1916-2003.  For the period 

from 1947-2003, for example, a period when regional temperatures strongly increased in 

the West, precipitation trends varied widely in different parts of the West and were not 

consistent overall with trends from 1916-2003 (Chapter 4,5,6).   Second, a lack of 

consistent large-scale cool season trends not withstanding, there have been dramatic 

changes in cool season precipitation variability over the West as a whole since the mid-

1970s (Chapter 6).  Third, while cool season precipitation appears not to be changing in 

magnitude in a systematic manner as the West warms, warm season precipitation has 

increased steadily in many areas of the West, and these observed trends are relatively 

robust to the time period examined (Chapter 5).  The changes in observed precipitation 

raise important questions about whether they are related in some way to regional 

warming, why these effects vary seasonally, and how they can best be projected forward 

in the context of predicting regional-scale precipitation changes.  The hydrologic impacts 

of cool season precipitation changes are sometimes profoundly influenced by temperature 

(e.g. in the effects to snowpack and runoff timing discussed in Chapter 4 and 5), however 
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there are also instances when precipitation related effects are largely independent of 

temperature.  This is the case for trends in high elevation snowpack (Chapter 4), and for 

changes in flood risk associated with ENSO, PDO, and increased precipitation variability 

from 1973-2003 (Chapter 6). 

 

Although many important questions remain unanswered about evolving precipitation 

variability in the West, the effects of regional warming itself are relatively unambiguous.  

Chapters 4-6 present evidence from model simulations (corraborated by observations) 

that increased temperatures have resulted in important hydrologic changes in areas of the 

West with substantial snow accumulation in winter.  These impacts include reduced 

snowpack, earlier snowmelt timing, earlier peak runoff, increased runoff in spring and 

less in mid summer, earlier soil moisture recharge, increased ET in spring, and systematic 

changes in flood risks.  The hydrologic impacts of warming are organized spatially 

according to mid-winter temperature regimes.  Coastal mountain ranges, where 

temperatures are near the freezing level in mid winter, are clearly identified as the most 

sensitive areas to warming.  Both warmer and cooler locations are, in general, less 

sensitive to warming alone, and instead respond more directly to changes in precipitation 

variability.   

 

Observed warming in the western U.S. since the early part of the 20th century has been on 

the order of one degree C.  Future projections based on global climate model simulations 

suggest that an additional rise in temperature of roughly two degrees C by the second half 

of the 21st century is probable (IPCC 2001).  The evidence of hydrologic changes in the 

20th century in response to an evolving climate system call attention to important flaws 

in the central assumptions of many planning and management decision processes that are 

dependent on quantitative analyses of the hydrologic record, or on the nature of 

hydrologic variability.  In particular, the assumption that the hydrologic variability of the 

past is both homogeneous in time and representative of the future variability is a 

pervasive one in many water resources planning and management decisions.  This 
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dissertation presents evidence that such assumptions are already questionable in sensitive 

areas, and are likely to become inappropriate on much larger scales as warming 

progresses.  In particular, changes in runoff timing (Chapter 5) and flood risks (Chapter 

6), suggest that ongoing changes in water management policies may be needed both to 

respond to the warming that has taken place so far, and to cope effectively with the 

continued warming expected for the 21st century.  In complex multi-objective reservoir 

systems (e.g. the Columbia River basin, Colorado River basin, and Sacramento/San 

Joaquin basins), adaptation to changes in hydrologic variability will present challenging 

legal, economic, socio-political, and engineering problems.  

 

Although a detailed discussion of these planning and management problems and specific 

approaches to their solution is beyond the scope of this work, hydrologic modeling 

provides an important input to studies designed to address these issues.  With regard to 

the impacts directly related to warming, water resources planners and managers in the 

West are presented with the extraordinary, and perhaps even unprecedented, situation in 

which forecasts of gradually evolving and apparently largely monotonic increases in 

temperature projected into the 21st century facilitate the prediction of systematic changes 

in hydrologic variability that have direct bearing on long-term planning.  This research, in 

addition to quantifying the changes that have taken place so far, also outlines analytical 

approaches that are potentially useful in evaluating future impacts.  In particular the 

mechanistic relationship between DJF temperatures and the severity of temperature-

related impacts is a useful one with broad application to many global warming 

investigations.  The differences between precipitation and temperature related effects in 

the historic record discussed above also suggest that changes in future hydrologic 

variability will be defined by systematic increases in temperature in conjunction with 

(possibly altered) decadal scale precipitation variability.  This implies that both “warm 

and wet” and “warm and dry” periods are likely to occur at different times in the future, 

with uncertain sequencing.  Long-term planning for water resources systems, which are 
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by their nature long-lived systems, should probably consider both scenarios in the context 

of adaptation.  
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