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Abstract

Hydrologic Implications of 20" Century Warming and Climate Variability in the
Western U.S.

Alan F. Hamlet

Chair of the Supervisory Committee:
Professor Dennis P. Lettenmaier
Department of Civil and Environmental Engineering

Variations in 20th century climate across the westeS. from 1915-2003 are
characterized by regionally-specific, decadal-sehiés in precipitation regimes,
combined with systematic increases in temperattn@sa essentially the entire West.
In a series of integrated studies we use both gasens and hydrologic models to
examine the hydrologic implications of these climahanges. In many areas of the
West that have substantial snow accumulation inegjnvarming has resulted in
reductions in spring snowpack, earlier snowmetireased runoff in winter and less
runoff in summer, earlier peak runoff and soil nwie recharge, and changes in natural
flooding regimes. Evaporation, while apparentlgreasing somewhat in many areas,
has so far had relatively minor effects in comparigith interannual variations in
precipitation. Flood risks are affected by decahal interannual variations in
precipitation, by changes in precipitation varigpibpparent after the mid-1970s, and
by warming via changes in antecedent snowpack antlibuting basin area during

storms.

These hydrologic changes, although broadly chanatiteof the West as a whole, vary
spatially as a function of mid-winter temperatuggimes. Downward trends in spring
snowpack, and related timing shifts in streamflewi| moisture recharge, and
evaporation, for example, are strongest in areaggahe coast with mid winter
temperatures close to the freezing point, andaagely due to temperature related
effects. Colder areas are also affected by warturspme degree, but variations in

precipitation remain the dominant driver. Simuttbanges in natural flood risks that



accompany large scale warming are also a completiin of mid-winter temperature
regimes. In strongly snowmelt dominant river bassimulated flood risks are shown
in most cases to decline with 20th century warmbeg,ause of reductions in spring
snowpack. For river basins near the freezing lavetid-winter the effects of warming
on flood risks vary widely and increases or deasas flood risks can occur in
response to warming depending on the relative itapoe of changes in contributing
basin area and antecedent snow conditions thabareident with storms. Flood risks

in rain dominant basins are largely stationaryesponse to warming.
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1. Introduction

Although in the past climate has frequently beesuased to be stationary in time, it is
now widely recognized as an important variablediifigy hydrologic processes at a
number of different time scales (Cayan et al. 1I3&finger et al. 1998; Hamlet and
Lettenmaier 1999a; Mote et al. 2003; Piechota.€t397; Redmond and Koch 1991;
Sheppard et al. 2002). This improved understandirige role of climate has resulted in
major research initiatives to improve the undemitag of climate dynamics and the
impacts of climate variability and climate changevarious scientific, engineering, and
management problems. Understanding past hydrotimariability is a central
component of this research. Historic observatamesthe basis for relating climatic
variability to hydrologic processes, and provide thundation for constructing and
evaluating hydrologic models based on these phiystationships. Using models, it is
possible to more fully analyze the impacts of clienia the observed record, and also to
project the impacts of climate forwards in timehwlgad times ranging from a few

months up to a century or more (Hamlet and Lettean?900).

Given suitable hydrologic simulation models andenetlogical driving data sets,
another important use of the observed climate teisoto produce simulated hydrologic
data as surrogates for long-term observations. 8a@approach can improve the
temporal and spatial resolution of observed hydmatic data, provide surrogates for
unmeasured variables, and provide a means for fulblyesvaluating observed changes

in climate and hydrologic variability at the regadrand river basin scale. The use of
models, for example, can facilitate clearly-defimiéalgnoses and sensitivity analyses that
are not possible using observations alone. Maalstsfacilitate the examination of
relatively large areas in a consistent manner,davgiproblems with inconsistencies
between observing systems, missing data, or osBaes frequently encountered in the

analysis of observed data. Furthermore, givenribaher model simulations nor
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observations are perfect realizations of the mastpborating data from both sources

greatly strengthens conclusions derived from amabysthe historic record.

Global warming and its complex expression at tlygoreal scale has presented many new
challenges to the scientific and resource manageocoenmunities associated with
understanding the nature and implications of adig@volving climate system.

Although no attempt will be made here to rigorowstyibute observed changes in
regional scale climate to anthropogenic changdisdrglobal climate system, there is a
growing body of evidence that future hydrologiciability in the West may be
systematically different from that of the past,tmadarly with regard to temperature
related effects (e.g. Gleick 2000). Many climatedels, for example, suggest that the
western U.S. should be getting warmer and wettenmter due to greenhouse warming
and a resulting enhancement of the global hydrologcle (Dettinger et al. 2004; Gleick
and Chalecki 1999; Mote et al. 2003; Stewart e2@D4). Because these effects are
gradually evolving over time, and at least for tengpure are expected to continue for
centuries, there is a need to understand the dwexréent of regional warming, its
coincidence with global changes, how far it hagpessed in relation to the expected
trajectory in the 21st century, what areas are @ssitive to warming, and so forth.
These issues, in general, cannot be adequatelgssiatt using observed data alone due to
limitations in the kinds of observations that avaikable and to their spatial and/or
temporal resolution and coverage. In additiotrpspective investigations using models
create a way for researchers to examine the etdewlhich the models used in
forecasting future changes in hydroclimatic vatigbare successfully capturing the
observed behavior in the historic record, an imgudrissue associated with the design

and implementation of global warming scenarios edddr long-term planning.

Another underlying goal of this research has beguidce the projected future impacts of
regional warming in the context of changes thatehaacurred in the historic record and

are actively taking place in the present tensedddstanding what has happened (and is
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currently happening) to the regional water cyclarguably more effective than
forecasting future impacts with lead times of sal/decades to a century, a time scale of
prediction which has probably done more to fostdifierence towards the impacts of
warming on the part of many managers and planharsit has to promote an interest in
adaptation (Gamble et al. 2003).

In the following chapters we will develop long-tetemperature and precipitation data
sets and employ macro-scale hydrologic simulaafstto examine some key features of
hydroclimatic variability in the western U.S. Thesearch is intended to improve the
understanding of observed hydroclimatic variabilityhe western U.S. in the 20th
Century and to examine linkages to climate vanghdlt interannual and decadal
timescales in the context of an evolving climatstegn. The research is motivated in part

by the following scientific questions:

. How have variations in temperature and precijitefrom the early 20th Century
on (1916-2003) affected trends in hydrologic vdealsuch as snowpack, volume and
timing of runoff and baseflow, seasonal evaporatiod soil moisture, and flood risk in

the western U.S.?

. Is the warming that has occurred over the wedtefh consistent with global
warming signals, and is it possible to make a dlestinction between “natural”
variations and the effects associated with theorediexpression of large scale warming?

Are temperature and precipitation different in tragard?

. What role do regional climatic regimes and topgduic variations play in
defining the role of temperature and precipitatranability on hydrologic variations?
What areas of the western U.S. are most sensdicadnges in temperature or

precipitation changes and why?
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. Do the hydroclimatic variations observed in thestern U.S. over the 20th
century corroborate simulations of climatic changexiuced by global climate model
scenarios? For instance, is a hypothesis of wetteditions in the western U.S. due to
an intensified global hydrologic cycle born outle observations? If so, how have these

changes affected hydrologic variability?

. How do flood risks vary in response to changiligate and how can these risks
be characterized and predicted in the contexttefamnual and interdecadal climate
variability and longer-term variations associatathwhe regional expression of global

warming?



2. Overview of Hydroclimatic Foundation Research

This chapter provides a brief overview of some bgtimatic foundation research
relevant to the investigations in subsequent chgpte

2.1. Climatic Variations in the Western U.S. Associ  ated
with ENSO and PDO

The El Nifio Southern Oscillation (ENSO) is a cyaliclimate phenomenon which
expresses itself as variability of sea surface tatpre (SST), wind, and rainfall in the
tropical Pacific Ocean. These patterns includengba in the location of tropical
convection, which results in pronounced perturlmetim the global climate system on
seasonal to inter-annual time scales, particulartile northern hemisphere winter. The
ENSO has been the subject of intense researchgraagtensive tropical Pacific Ocean
monitoring system (the Tropical Atmosphere OceahdY observing system) has been
put in place which, in conjunction with physicaldestatistical models, has resulted in
substantial long-range forecasting skill for ENEarfhston et al. 1994; Battisti and
Sarachik 1995; Latif et al. 1998; Trenberth ett@08 ). ENSO affects hydroclimatic
variability in the western U.S. via changes in starack behavior and winter
temperatures (Dettinger et al. 1998; Piechota.€t987). In the Pacific Northwest
(PNW), for example, warm ENSO events are typicafigociated with warmer and dryer
winter conditions while cool ENSO years are tydicalksociated with cooler and wetter

winters (Hamlet and Lettenmaier 1999a; Mote e2@03).

The Pacific Decadal Oscillation (PDO) (Mantualetl897; Zhang et al. 1997) is a low
frequency ENSO-like phenomenon that is associatdddecadal scale variations in
winter climate in the western U.S. (Hamlet and &ethaier 1999a; Hidalgo and Dracup
2003; Sheppard et al. 2002) . In the PNW, for g¥anwarm PDO epochs are
associated with warmer and dryer winter conditievisereas cool phase epochs are
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typically cooler and wetter (Mote et al. 2003). efé are also apparent interactions
between the telleconnections associated with th® Bid the ENSO (Dettinger et al.
1998; Gershunov et al. 1998). Based upon obsetatdfrom the 20th century, for
example, the two phenomena have their greatesitefie the PNW when they are “in
phase” with each other. Warm PDO, warm ENSO ydargxample, are frequently
associated with below average winter precipitaiiod droughts in the PNW, whereas
cool PDO, cool ENSO years are frequently assocwattdtdabove average winter
precipitation and river flow (Mote et al. 2003).

The physical processes that cause the decadaldicatge variations associated with the
PDO are the subject of intense debate in the ath@gpscience community. Some
researchers argue that the PDO is not a true atseyl climate phenomenon like the
ENSO, but is rather the low frequency respons@ebtobal climate system to a
particular sequence of ENSO forcing events (seeNegman et al. 2003). Others argue
that the PDO, while affected by ENSO, is also pétindependent from ENSO and is
coupled to the global climate system in other w@gshaps with feedbacks influencing
ENSO itself) that account for its observed persisteand the clear association with
decadal climate variability (see e.g. Latif andrigat 1994). A rigorous understanding of
the predictability of the PDO and the physical esusf the observed abrupt transitions
between predominantly warm or cool phase PDO epioctie 20th century (sometimes

called “regime shifts”) has not yet been estabtishe

The use of an interannual PDO index value (as agpts predominantly warm or cool
PDO epochs) in the analysis of retrospective digldy comparable linkages to
hydroclimatic variability in the PNW. This suggeshat the PDO, while associated with
a longer time scale of variation than ENSO, is atdnustly linked to hydroclimatic
variability at shorter time scales (Hamlet and &ethaier 1999a; Hamlet and
Lettenmaier 2000). Furthermore, the time serigh®fPDO index (Mantua et al. 1997)

is highly autocorrelated in time and is also stigrogrrelated on an interannual time
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scale with ENSO. Consequently simple regressiadmigces based on the previous
year’s PDO index value and a forecast of an ENSf@xr{e.g. Nino 3.4) can be used to
predict the coming mid-winter PDO index with coresiable skill (Newman et al. 2003).
Thus, in practical terms, it would appear to besgue to use forecasts of the interannual
PDO index value in various climate applicationsdwibmparable lead times to those

associated with ENSO forecasts.

Relationships between PDO and ENSO and hydroclvatiiability have been used in
developing experimental streamflow forecasting mpgibns using both resampling
approaches and integrated climatic and hydrologideting systems (Clark and Hay
2004, Clark et al. 2004; Hamlet and Lettenmaierdl®®ood et al. 2002, 2005). In
retrospective studies, like those presented intelng@, 5, and 6, the ENSO and PDO
indices are useful as diagnostic indicator varigbhhich can be used to segregate the
historic climate record into climatically similaepods in a consistent manner (e.g. Miles
et al. 2000; Mote et al. 2003).

2.2. Climate Variability in the Context of Regional
Warming

Global change research has raised many importastigns about the stationarity of
climate and the relative roles of interannual antdrdecadal climate variations (which
are themselves potentially non-stationary in timejomparison with more systematic
long-term changes in the climate system due toajlafarming and its expression at the
regional scale (IPCC 2001). Many recent studie® dentified the potential loss of
snowpack and resulting streamflow timing shiftsha western U.S. as a significant
impact pathway associated with warming (Gleick @@8amlet and Lettenmaier 1999b;
Knowles and Cayan 2002; Lettenmaier et al.1999;eMtal. 2003). These effects are
also apparent in observed records of western Wd@vgack and streamflow over the last
50 years or so (Dettinger and Cayan, 1995; Mot. &005; Stewart et al. 2005).

Because of the relatively short observed recondstbeen somewhat uncertain to what
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extent these observed changes are due to natumaltelvariability as opposed to more
systematic changes occurring at longer time s¢alesh as the regional expression of
global warming). These issues inform this dissienés focus on quantifying the
hydrologic changes that have taken place in tﬁbc%@ntury in the western U.S. and on
improving the understanding of the underlying ligka to 28 century climatic

variations.



3. Long-Term Precipitation and Temperature Data Set s

This chapter summarizes and excerpts researchspeflias:

Hamlet, A.F., Lettenmaier, D.P., 2005: Productibtemporally consistent gridded
precipitation and temperature fields for the cosital U.S., J. of Hydrometeorology, 6
(3): 330-336

3.1. Introduction and Background

Digitized records of daily maximum and minimum tesrggure (TMAX and TMIN) and
daily total precipitation (PCP) have been availdblesome time in electronic form from
the National Climatic Data Service’s Cooperatives@ier (Co-op) network for the
period from 1948 to a few months prior to the pneésene. These data have been
gridded to produce long-term daily time step fogsifior hydrologic models (e.g. Maurer
et al. 2002) that in turn have been used in lamthse water and energy balance studies
(e.g. Maurer et al. 2001; Roads et al. 2003). @liada have recently been extended in
electronic form to the beginning of the archivatlael [National Climatic Data Center
(NCDC) DSI-3206 product], resulting in the poteht@produce relatively high
resolution gridded data sets for most of the lastury. Unfortunately, use of gridding
methods like those described by Maurer et al (20@2)ariations used by Cosgrove et
al. (2003) are not generally appropriate for loagyt trend analysis because of changes
in stations and station locations over time. western U.S., for instance, changes in
station locations imply changes in the represamatf topographic effects on
precipitation and temperature, and can result imisps trends in precipitation and

temperature, and any variables derived from them.

The motivation for this study came from problemisially encountered in attempting to
use the data processing methods developed by Metiaér(2002) to produce longer
precipitation and temperature records. Despitelgesults for recent decades, our first
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attempts to create longer data sets back to 19m0§ tle DSI-3206 data sets revealed
serious problems with temporal inhomogeneitiesnukated streamflows prior to 1950,
for example, produced by essentially the same hggimomodels used by Maurer et al.
(2002) were often strongly biased in comparisomthbse after 1950 (See e.g. Figure
3.2), and it was clear that long-term trends inudated hydrologic variables would be
strongly influenced (if not dominated) by the temgdanhomogeneities in the driving

data.

Several issues must be considered in producingegidneteorological data sets for

hydrologic modeling studies. These issues include:

» quality control of the raw station data (includiiling of voids, flagging of
implausible values, corrections for measuremertrgor adjustments for
temporal inconsistencies in the data),

» criteria for accepting or rejecting a particular gestation records for use as input
to the gridding process,

» choice of gridding techniques,

» techniques for adjusting precipitation and tempegator topographic variations
not present in the raw data,

» and verification and evaluation of the final gridd#ata sets

We address some of these specific issues in tpisrphowever for the most part we take
as our starting point the data processing techsigegeloped by Maurer et al. (2002).
These specific techniques, although not necessapstiynal in every regard, have been
found to produce high quality macro-scale hydratagmulations from 1950-2000 over
the continental U.S. (Maurer et al. 2002). Onlihsis of these consistently good results,
we argue that these specific data processing methi@dan appropriate and well-tested
foundation for the research described here. Tisame loss of generality in this choice,
however, because the methods for making tempojasiaents to gridded data sets that
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we develop here can be applied equally well toragnielded data sets produced by other

procedures.

This chapter describes data processing method®tiuge temporally and
topographically adjusted meteorological drivingadfar hydrologic models that can be
used to produce derived variables (e.g. soil mmsgnow water equivalent, runoff, and
streamflow, among others) that are amenable toteng trend analysis. The methods
we have developed are efficient in the sense kiegt do not require detailed station
metadata (which are frequently unavailable) or tabtensive, station-by-station
corrections. The temporal adjustment proceduresnéended to maintain as much
spatial information from the relatively high-denysito-op station network as possible,
while adjusting the time series characteristicthefgridded data so that they have long-
term trends consistent with gridded data sets ddrikom a smaller number of carefully
guality-controlled stations from the U.S. Histofi€dimatology Network (HCN) (Karl et
al. 1990) and the Historical Canadian Climate Dasel(HCCD) (Mekis and Hogg 1999;
Vincent and Gullett 1999). The HCN and HCCD dath&es are composed of long,
continuous station records that have been corrdotezhanges in station location,

instrumentation, time of observation, land use, etc
3.2. Data Processing Methods

Sources of Data

Three primary sources of meteorological data aeel urs the data processing sequence.
The first is the daily time step NCDC Co-op datgysemented by station data from
Environment Canada (ECAN) for southern British Qoltuia in the Pacific Northwest
(PNW). The second is monthly time step HCN anddBGClata which are used as a
“standard” in making temporal adjustments to thdagd Co-op data. The third is the
monthly precipitation maps produced by the Preatfmh Regression on Independent
Slopes Method (PRISM) method of Daly et al. (198%)ch are used for topographic
adjustments to the precipitation data.
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Preprocessing, Quality Control, and Gridding
Raw Co-op station data for TMAX, TMIN and PCP frd®i15-2003 were first extracted

from NCDC archives. For quality control purposasper limits were set on daily
precipitation based on approximate climatologigaits (from regional observations).
Values less than zero or above the upper limit wemsoved and replaced with a missing
data flag (-99). The same was done for TMAX andiNINbr values less than -50 C or
greater than 55 C. These simple quality contrekkl were primarily intended to screen
out implausible values due to, for instance, datayeerrors or misinterpretation of data
fields in written records. Stations that did navé at least 365 days of data with no gaps,
or did not have at least 1825 total days (abowet ywars) of data were also removed.
This procedure typically retains more stationshie gridding process than were used by
Maurer et al. (2002), who limited the stationghtose with more than 20 years of data
from 1950-2000.

The data were then gridded to 1/8-degree latitadgitude resolution using the Symap
algorithm (Shepard 1984 as applied by Maurer é2@02) using four nearest neighbors.
The target grid points were the center of eachd&{@ee grid cell. During the gridding
process TMAX and TMIN were both lapsed by the pseadiabatic lapse rate (6.1 C per
km) to account for differences between the targetmgpint and the elevations of the
nearest stations used in the interpolation. Tkeses are identical to those described by
Maurer et al. (2002). Exactly the same griddingcpss was applied to the monthly time
step HCN and HCCD data except the number of neaegghbors for PCP gridding was
increased to 15 in the Symap algorithm to preveatgsdiscontinuities in the gridded

data as a result of the relatively low station dgns

Temporal Adjustments

The next step was to perform temporal adjustmentise¢ Co-op data set. First, the
gridded daily time step Co-op data were aggreg@atedonthly time step and both the
monthly Co-op and HCN/HCCD data were indexed bgmadar month. Then, for each
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calendar month, both the Co-op and HCN/HCCD timeeseavere temporally smoothed
using a Butterworth filter (Hamming 1989). The tiseries was filtered forwards and
backwards to remove the phase shift, using the termg mean of the time series as
initial starting values for the filter. The paramet used in the filtering process result in a
temporal smoothing roughly equivalent to a threethounning mean (Figure 3.1). The
choice of filtering parameters was based primaniiythe criterion (five years of available
data) for including a Co-op station in the griddprgcess. In other instances a different
filtering choice might be more appropriate. Imgral decreasing the low pass cutoff
frequency in the filter (i.e. more temporal smont))iallows more spatial information
from the Co-op data to remain in the final prodiett, also decreases the response time
to sudden changes in the Co-op data time seriesagibnally, filtering of monthly
precipitation data produced small negative valuHsese values were reset to zero. For
each month in the gridded time series, the smoothkas were compared between the
two data sets, and a new monthly value was obtdordtie gridded Co-Op data as

follows:

For TMAX and TMIN:
Co-0pADJ (t) = Co-0pRAW (t) + [HCNHCCDFILT (t) €o-op FILT (t)]

For PCP:

Case 1: [HCNHCCDFILT (t) — Co-op FILT (t)] >= 0
Co-0pADJ (f) = Co-0pRAW (i) + [HCNHCCDFILT (t) So-op FILT ()]

Case 2: [HCNHCCDFILT (t) — Co-op FILT (t)] <0
Co-0pADJ (f) = Co-0pRAW () * [HCNHCCDFILT (f)Co-op FILT (t)]

Where Co-opADJ (t) is the adjusted monthly valoetiie Co-op data at time t, Co-
OpRAW (t) is the unadjusted monthly value for the @p data at time t,
HCNHCCDFILT (t) is the value of the smoothed HCNHZ @me series at time t, and

Co-op FILT (t) is the value of the smoothed raw @otime series at time t. The two
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cases for rescaling the precipitation values watr@duced to avoid unreasonably large
multiplicative corrections that can occur in casard potential negative precipitation

values in case 2.

Once the monthly Co-op values were adjusted inrtt@aner, all the values for each
calendar month were reassembled into a single gglidiche series. The final adjustment
step was to force the daily time step Co-op datepooduce the adjusted monthly values

by rescaling the daily values within each montinafTis:

For PCP:
Daily_Co-opRESCALED(t) = Daily_Co-opRAW(t) * [CopADJ(T) / Co-opRAW(T)]

For TMAX and TMIN:
Daily_Co0-opRESCALED(t) = Daily_Co-0pRAW(t) +Cp-opADJ(T) - CoopRAW(T)

Where tis the day in the daily time series, and the month in the monthly time series
in which the day t occurs. Note that PCP valuegdaily and monthly totals, and TMAX

and TMIN values are daily values and monthly avesag

It should be noted that the objective of the proced described above is to remove gross
temporal inconsistencies in the daily Co-op dathatime scale of the temporally

filtered data. Spatial information at the dailyé step is retained from the Co-op data,
and even the monthly Co-op data are not requirexaotly match the equivalent
HCN/HCCD monthly values. Rather only the two snhecktime series are forced to
match each other. In this way trends in the fdeth closely match those in the more
temporally homogeneous HCN and HCCD data, withording a perfect match between
the gridded HCN HCCD data and the gridded Co-op ttat would effectively remove

the increased spatial information from the Co-o@adgigure 3.1).
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Figure 3.1: Example of temporal corrections forubag precipitation at a single grid location. Uppe
panels show temporally smoothed monthly time stegp@and HCN HCCD data. Lower panel shows
HCN HCCD data, unadjusted monthly Co-op data, aedcatljusted monthly Co-op data.

Topographic Adjustments

Once the temporal adjustments were applied to diilg time series, the topographic
adjustments to precipitation described in Maureal e2002) were carried out. These
adjustments, which were indexed to the period 1P840, forced the long term mean of
the temporally adjusted Co-op data for each gridi@enatch those in the PRISM
precipitation maps (Daly et al. 1994). Althoughehee followed the simple procedure
outlined by Maurer et al. (2002) for adjusting teargiure data for topography (discussed
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above), similar methods to those used for topodcagqdfjustment of precipitation could

also be used to adjust temperature data.

Wind Data

In addition to precipitation and temperature arteovariables derived from these data
(e.g. downward solar and longwave radiation, areti§ic humidity) hydrologic models
(and in particular the Variable Infiltration Capgamodel described below) also use
estimates of daily 10m wind speed, which Maurexl €2002) took from the NCEP-
NCAR Reanalysis (Kalnay et al. 1996). The reasialproducts are available from 1949
on; prior to 1949, a daily wind climatology deriveedm the post 1949 period was used.

3.3. Results

Macro Scale Evaluation of Results Using Naturaliz&lreamflow Data

We simulated daily time step streamflow (subsedueaggregated to monthly) using the
Variable Infiltration Capacity (VIC) model (Liand al. 1994; Cherkauer and
Lettenmaier 2003) driven by the adjusted griddedifhg data. The VIC model was
implemented at 1/8th degree spatial resolution dwermestern U.S., and was run in
daily water balance mode with a one hour snow mtiahe step (see Hamlet et al. 2004
for additional VIC implementation details). The dets had been calibrated using data
from 1950-2000, and the model was not recalibrédethe period prior to 1950.

To evaluate the effect of the adjustments to tiherdy data described above we
compared VIC simulations for “adjusted” and “unad@d” driving data sets for the
Pacific Northwest. Both driving data sets were\a from exactly the same station
records and were processed in an identical maereept the “unadjusted” data set did
not include the temporal corrections. Simulatedashflow records from VIC were
compared with naturalized streamflow observatiovet¢r management effects removed)
for sixteen locations in the Columbia River Bashll of these sites are snowmelt
dominant and most of the annual runoff occurs fAgmil-September. After about 1950,
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characteristic differences between simulated stfiears derived from the adjusted and
unadjusted data sets are relatively small in corspamwith the pre-1950 period. As an
example, Figure 3.2 (upper panel) shows a timesef April-September average
streamflows for the South Fork Flathead River abhgty Horse Dam from 1931-1989 for
unadjusted VIC simulations, adjusted VIC simulasioand naturalized observations.
Figure 3.2 (lower panel) shows a time series ofatbsolute errors for the two VIC
simulations relative to the observed data. Poaliout 1950, the simulations based on
the unadjusted met data are very strongly biasednmparison with the post-1950
period, and the time series of absolute errorsufiei@®.2b) displays an obvious downward
trend with time due to spurious trends in prectptain the unadjusted gridded data set.
By contrast the simulations associated with thestdd met data show relatively
stationary error characteristics over time. Nbgg this particular basin is fairly small
(~4280 km2), and the loss of spatial informatioroagged with the temporal
adjustments appears to reduce the accuracy ofrthaagions in a few years in the post-
1950 period. In larger basins, loss of spatiadrimfation is less important and the
simulations derived from adjusted and unadjusted slets are typically in very close

agreement after about 1950.

Figure 3.3 shows a scatter plot of the root meaasgerror (RMSE) for the time series
of April-September average streamflow derived frbim “adjusted” (x axis) and
“unadjusted” (y axis) VIC simulations from 1931-1Bfor sixteen sites in the Columbia
Basin. Note that the adjustment procedure temgsaduce robust improvements prior
to 1950: either reducing the RMSE or leaving gezdially unchanged. Although a long
unadjusted driving data set for testing was onbdpced for the Pacific Northwest, VIC
streamflow simulations in the Colorado and Sacraoi&an Joaquin basins were also
compared with naturalized observations and weradda have stationary error

characteristics throughout the time series usiegeémporally adjusted met data.
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Figure 3.2: Comparison of “adjusted” and “unaddstVIC simulations and naturalized observations fo
the S.F. Flathead River at Hungry Horse Dam, Mppé&f panel shows a time series of April-September
average streamflow from 1931-1989. Lower paneivsha time series of absolute error for the adguste
and unadjusted streamflow simulations from 19319198

In larger sub basins, the agreement with obsemgtiwer the entire time series was quite
good for the most part. These evaluations dematestinat the temporal corrections to
the driving data sets result in temporally homogeisemonthly water balance
simulations for a wide range of topographic anthalic conditions throughout the West
without any recalibration of the hydrologic modet the earlier parts of the record.
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Figure 3.3: Root mean square error for simulatpdl&September average streamflow from 1931 to 1950
relative to naturalized flow observations for setdocations in the Columbia River basin shown as a
scatter plot with the RMSE associated with “adjds@ata on the x-axis and RMSE associated with
“unadjusted” data on the y axis.

Macro Scale Evaluation of Results Using Observedo@nWater Equivalent

Comparison with relative trends in April 1 snow ara¢quivalent (SWE) from snow
course observations also show excellent broad-scgieeement between the VIC
simulations and observations over the West fotabe50 years (see Mote et al. 2005 and
Hamlet et al. 2005 for details). For the moddbéoable to reproduce these spatial and
temporal features of snow accumulation and medtnleteorological forcing data must
accurately represent both the time history anddogghic characteristics of both

temperature and precipitation over a wide rangsoafiitions.

Data Availability and Archiving
At the time of this writing the forcing data setslaassociated hydrologic testing were
complete for river basins west of the continentaid®, and are available at the web site

www.hydro.washington.edu/Lettenmaier/gridded_dat®k.html. The forcing data set
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for the continental US will be completed over tlexinsix months to a year and will be
made publicly available at the same URL. Archoefails have not yet been decided,
but the data will be available in a comparable fairto the previous forcing data sets
described by Maurer et al. (2002).

3.4. Summary and Conclusions

Without temporal adjustments, long-term griddedeunetlogical data sets frequently
contain significant temporal inhomogeneities thavent meaningful trend analysis of
simulated hydrologic variables. The data procespmocedures described in this paper
are shown to produce meteorological driving data g&t are temporally consistent over
long periods of record. Based on VIC hydrologiaglations from 1916-2003 and
comparison to observations of streamflow and snatemnequivalent, we conclude that
the meteorological forcing data produced by thesthous (and the associated
hydrologic simulations) are broadly suitable fand analysis of simulated hydrologic

variables at the macro scale.

Although these data processing methods were implesddo produce meteorological
forcing data sets in the continental U.S. and ssatBritish Columbia, they are equally
suitable for other areas of the globe for whicltréhare long, temporally consistent
station records and appropriate data upon whid¢lase topographic adjustments to
precipitation. Use of the data from the Globaltbtigal Climatology Network, for
example, would permit the temporal corrections dbed here to be applied to many

developed areas outside the U.S. (e.g. in Europé\aia).
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4. Effects of 20 ™ Century Warming and Climate
Variability on Snowpack Trends

This chapter summarizes and excerpts researchspeflias:

Hamlet, A.F., Mote, P.W., Clark, M.P., LettenmaierP., 2005: Effects of temperature
and precipitation variability on snowpack trendshe western U.S., J. of Climate, 18
(21): 4545-4561

4.1. Introduction and Background

Snowpack is crucial to the water resources of thstern U.S. (Serrese et al. 1999). A
dominant fraction (by some accounts more than 70P)reamflow in the western U.S.
originates as melting montane snowpack. Over mifo$te western U.S., precipitation in
the mountains is strongly winter-dominant and saoaumulation (along with storage in
the soil and groundwater) are the primary physieathanisms by which winter
precipitation is stored and transferred to thetiedly dry summers. For river basins with
substantial snow accumulation, scenarios of inangasinter and spring temperatures in
climate change assessments typically result ireas®d winter runoff, reduced peak
water equivalent stored as snow, earlier peakrsfiteavs, and reduced summer
streamflow volumes (e.g. Cayan 1996; Dettinget.2@04; Gleick and Chalecki 1999;
Gleick 2000; Hamlet and Lettenmaier 1999b; Lettaimand Gan 1990; Leung et al.
2004; Knowles and Cayan 2002; Lettenmaier et391McCabe and Wolock 1999;
Mote et al. 2003; Service 2004).

Observational studies have also shown increasamgl$rin both temperature and
precipitation over the western U.S. in thé"2@ntury (McCabe and Wolock 2002; Mote
et al. 2003, Mote 2003a; Shepard et al. 2002) add-gpread trends towards earlier

runoff timing in the western U.S. associated wélnlier spring snowmelt (Dettinger and
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Cayan 1995; Stewart et al. 2005; Reganda et a#t)20@ote (2003b) examined trends in
April 1 SWE for the U.S. Pacific Northwest (PNW)daNIote et al. (2005) have extended
the earlier study to examine snow course records the entire western U.S. and
southern British Columbia (BC). These studies labibw strong downward trends in
April 1 SWE over most of the domain from about 1@50vards. Mote et al. (2005) also
corroborated observed SWE trends by comparing sittdiland observed SWE trends
from 1950 to 1997 and used correlations betweeil ABWE and winter temperatures
to show that temperature trends were a major da/érese observed trends, particularly
at moderate elevations with relatively warm wirteanperatures. The role of
temperature and precipitation in determining snakpaariations was also examined by
Serrese et al. 1999.

Observed data provide direct empirical evidenceesfds in SWE over the western U.S.,
but model simulations are needed to corroboratesatehd these observations in order to
avoid problems with limited spatial coverage, ceaesnporal resolution, and longevity
of observed data sources (see also Mote et al.)2@Bservations from snow course
measurements (i.e. direct measurements of aveMeder a small transect), for
example, have had a reasonably consistent levavidrage over the western U.S. for the
period from about 1950-present, but the numbeibstovations declines rapidly prior to
1950, and coverage is very uneven before about (@4 et al. 2005). These changes
in station density prevent a consistent analysisfperiod of record longer than about a
half century. This is important because the peabiecord 1950-present has been
shown to contain substantial (and regionally sp&dfends in precipitation and
temperature that are strongly influenced by climaériability associated with the El

Nifio Southern Oscillation (ENSO) and the Pacific&aal Oscillation (PDO) (Dettinger
et al. 1998, Gershunov and Barnett 1998; HamletLatignmaier 1999a; Hidalgo and
Dracup 2003; Mantua et al. 1997; Mote et al. 2@I8pard et al. 2002). In particular,
the precipitation trends that accompany the wetiviam shift in the PDO from cool phase

to warm phase in 1976-1977 (Mantua et al. 1997parenfounding element in the
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attempt to attribute observed losses of SWE froB03@esent to long-term changes in

climate.

Another important issue is that observations of S¥representative of only a small
subset of the spatial domain, and relatively fewesbations are available at very high
elevations or in the transient snow zone whereexishowpacks are ephemeral. These
areas that are not well observed are a dominactidraof the land area and of the SWE
contributing to streamflow in the mountainous wastd.S. and, in the case of the
transient snow zone, they represent one of the sepsitive areas to warming. Thus a
comprehensive understanding of long-term changeg&stern U.S. snowpacks and
associated water resources impacts requires attetatinot only a period of record longer
than the last 50 years, but to parts of the domaircovered by the snow course
observations, the locations of which were dictdtgdhort-term water supply forecasting

needs, rather than detection of the impacts ofatknvariations.

In addition, snow course observations lack temp@solution (they are typically
reported only on the first of the month), and amavailable before mid-winter at most
stations. Automated observations of SWE via taguhal Resources Conservation
Service Snowpack Telemetry (SNOTEL) network aralaloke at daily time step
throughout the snow season, but the longest reevaitable for these observations go
back only slightly more than 20 years in all bdiéw isolated cases. Thus observations
alone cannot provide useful information about logign trends in patterns of snow

accumulation and melt (such as date of peak acation) date of 90% melt, etc.).

While the use of model simulations introduces utaieties into the analysis that are not
present in observational studies, these uncergicin be minimized if the model
forcing data are carefully quality controlled, ahd use of model simulations avoids a
number of important limitations in the observedadséts discussed above. Here we

examine simulations of spring SWE on March 1, Apriand May 1, with particular
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attention to the critical April 1 date, which cap®nds roughly to the date of maximum
snow accumulation over much of the mountainouseved.S.. By isolating the effects
of temperature and precipitation trends in the risdercing data set in separate model
runs, we also use the model to examine expliditydffects of temperature and
precipitation variability on SWE trends. The rolfedecadal-scale variability on SWE
trends is also examined by selecting periods ajrcetor analysis that reflect known

shifts in decadal variability associated with tH@d(Mantua et al. 1997).

It is worth noting here that the trends in preepdn in the PNW appear to be
consistently related to the PDO time series (irg.to wet from 1925 to 1976 associated
with warm to cool PDO; and wet to dry from 19472@03 associated with cool to warm
PDO) (Hamlet and Lettenmaier, 1999a; Mote et ab32Mote 2003a), whereas a
consistent relationship between precipitation tsesdd the PDO over time is not
necessarily apparent in other parts of the donparhaps most notably in the Colorado

River basin (Hidalgo and Dracup 2003).

The questions that motivate this paper are: 1yfat extent are observed trends in
western U.S. snowpack attributable to precipitatiod temperature trends, and how do
these effects vary with region, topography, climetd the time period examined? 2)
What areas of the western U.S. show the greasrsdidrin simulated snowpack, and what
are the specific climatic regimes associated widsé areas? 3) What is the role of
decadal climate variability in determining the olyeel snowpack trends? 4) What
changes in the timing of snow accumulation and aregtapparent and how do they vary
with region, topography, and climate?

4.2. Hydrologic Model and Meteorological Driving Da  ta

VIC Hydrologic Model

We use the Variable Infiltration Capacity (VIC) hgtbgic simulation model (Liang et
al. 1994; Cherkauer and Lettenmaier 2003) implegtkat 1/8 degree
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(latitude/longitude) spatial resolution over thestegn US and southern BC. The 1/8
degree grid cells are roughly 12km by 10km, varymgize to some degree with latitude
over the domain. Daily SWE for each grid cell (elhrepresents the areal average SWE
for the mosaic of elevation bands and vegetatipesywithin the cell) is the primary
output used in this study. SWE simulations froroheelevation band were also used for
comparison with point data from the snow coursends, although these results are only
briefly discussed here. We do not examine othealikes from the simulations in this
study, but the model also simulates a detailedmtkance in each cell. Simulated daily
runoff from the model produced by the runs in gtisdy will be used in subsequent
studies to examine changes in the water balancoeiassd with changes in snow
accumulation and melt. The VIC model has been usadmerous climate studies of
large river basins around the world (e.g. Nijsseal.€2001), and has been well validated
with streamflow observations, particularly in theuntainous western U.S. (Christensen
et al. 2004; Hamlet et al. 2006 (Chapter 6); Haratet Lettenmaier 1999b; Maurer et al.
2002; VanRheenen et al. 2004). The model hasbalsn used extensively for
streamflow forecasting applications (Hamlet anddmnaier 1999a; Hamlet et al. 2002;
Wood et al. 2002) and for climate change assessnf€ntistensen et al. 2004; Hamlet
and Lettenmaier 1999b; Payne et al. 2004; Snovalt 8003, VanRheenen et al. 2004;
Lettenmaier et al. 1999). For this study we prilganake use of the detailed energy
balance snow model incorporated in the VIC modélef€auer and Lettenmaier 2003).
The snow model is well suited for simulating moumsnowpack and includes the
effects of forest canopy on snow interception dreddttenuation of wind and solar
radiation, which are fundamental drivers of snowuaculation, sublimation, and melt
processes (Storck 2000; Storck et al. 2002).

Meteorological Driving Data

For this study, a new climate data set was devdlégwing methods outlined by
Hamlet and Lettenmaier (2005)(Chapter 3). Thisadat was intended specifically for

application to problems where careful quality cohto avoid spurious trends in long
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records of daily temperature and precipitationgsassary. Daily values of maximum
temperature, minimum temperature, and total pretipn were obtained for 1915-2003
at the 1/8 degree latitude-longitude spatial ragmilby interpolating daily values from
National Weather Service Cooperative Observerstatusing the Symap algorithm
(Shepard 1984) following methods described in Maatal (2002). Temperatures were
lapsed by 6.1° C per km (i.e. the theoretical maisabatic lapse rate) during the
interpolation process, and precipitation was scetbpographic effects using monthly
precipitation maps produced by the PRISM algori{raly et al., 1994). Maurer et al.
(2002) describe these data processing steps in detad. Temporal inhomogeneities
(e.g. inconsistencies in time due to changing@tagroups, station moves, changes in
instrumentation, urban heat island effects, etcthe regridded time series were adjusted
for each calendar month using regridded and tenip@moothed data from the US
Historical Climatology Network and the monthly Histal Canadian Climate Database.
Additional technical details are available in Hat@ad Lettenmaier (2005)(Chapter 3).

Despite the fact that the model forcing data arefadly quality controlled, there are
inevitably some limitations associated with therapph. One is that the gridded
(precipitation and temperature) forcing data ameved primarily from low or moderate
elevation stations. Because the trends in thee¢eatyre and precipitation data are
ultimately derived from the time series of these kevation stations, there is no explicit
information contained in the driving data set relgag potentially different trends at very
high elevations. In some parts of the domainptiv@ary driving data are also quite
sparse, which may result in gridded data that nnafycgally suppress spatial variability,
especially at short (e.g. daily) time steps. Toppgric adjustments to the precipitation
and temperature data (discussed above) likewiskttesuppress spatial variability in the
gridded product. These limitations in the forctaa, while important for high
resolution modeling applications, are generallg@tondary importance here. One major
reason is that snow accumulation and ablation iantenous regions is dominated by

the characteristics of accumulated precipitatiosnawpacks, and issues associated with
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suppression of spatial variability tend to be féig out. In any event, the model is able to
reproduce observed trends in spring snowpack guéteat a macro scale over the
western U.S. (as discussed below), hence it meetetuirements for a study such as

ours that focuses on macroscale aspects of the gaocwmulation and ablation process.

Role of Temperature and Precipitation Driving Data the Snow Simulations

The relationship between hourly snowfall and pri¢éaijpn estimates in the model
forcing data is fairly straight-forward. The phagd¢he precipitation is determined by a
simple partitioning scheme based on estimated haoiane step temperatures (derived
from Tmax and Tmin) during the simulation. Temperas below -0.5 °C are assumed
to result in precipitation that is 100% snow, thabeve 0.5 °C are assumed to result in

100% rain, and a linear relationship is assumeddst these two extremes.

Temperature driving data play a much more compdin the simulations. Aside from
the direct effects of temperature on convective traasfer from the air to the snowpack
(e.g. Storck 2000), temperature also affects srauraulation and melt in the model due
to meteorological variables that are derived fromtemperature data. The difference
between Tmax and Tmin determines the attenuaticolaf radiation and variations in
long-wave radiation due to cloudiness, for examghel Tmin is used in calculating the
dew point and vapor pressure deficit which influesnow sublimation (Thornton and
Running 1999). Thus trends in temperature areintficectly related to trends in long
and short wave radiation, humidity, and vapor pressontributing to sublimation and
snowmelt and in the model. When we refer to “terapge related trends” in later
sections of the paper, we are referring to tresds@ated with these indirect effects as

well.

Evaluation of Simulated SWE trends

In corroborating trends in observations with thedelaesults from this study, Mote et al.
(2005) show remarkable broad-based agreement logeveastern U.S. between observed
trends in April 1 SWE from 1950-1997 and trends\at from VIC simulations of SWE
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for the same period. Although some differenceth@absolute value of relative trends
are apparent, it is clear that the model succdgsfaptures the large-scale characteristics
of the spatio-temporal trends of snow accumulagiot melt over the western U.S.. Itis
largely on the basis of this comparison and thgéostreamflow comparisons discussed
by Hamlet and Lettenmaier (2005)(Chapter 3) thatwgeie that the model results
provide a reasonable surrogate for observatioms i816 to 2003 and are suitable for a

trend analysis at these spatial scales.

It should be noted however that on a point by pbatis, there are often substantial
differences between the SWE observations analygéddbe et al. 2005 and the VIC
simulations, both in absolute value and in relatreads. These differences between
simulations and observations are primarily duégnefindamental differences in spatial
scale between observations and simulations, afrddaent discrepancies between the
actual precipitation and temperature at snow casites (a point within the VIC cell) and
the gridded meteorological driving data used in\fh@ simulations. Snow courses are
also generally located in open areas, which isnaeent with the VIC simulations in

parts of the domain with substantial forest canopy.

The issues associated with the model forcing d&tacebe distinguished from validation
of the VIC snow model itself. When the model isveln by accurate temperature,
precipitation and vegetation characteristics (ndocations where there is a nearby
meteorological station and detailed informationuwdtibe vegetation), the model very
closely reproduces daily snow accumulation measemesirecorded at these same
locations (see e.g. Storck 2000). Furthermoreitiadd! analysis (not shown) found
good general agreement between monthly VIC snowraatation and melt statistics
(e.g. date of peak snow accumulation, volume ofiaedation and melt in each month,
etc.) and those extracted from daily time step ofam®ns from SNOTEL stations.
These comparisons with the SNOTEL observationsshelgonfirm that the VIC model
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captures the primary physical mechanisms assoomtedvinter climate and topography

that ultimately determine trends in mountain snosikpa

Mote et al. (2005) also examined the model’'s ahibtcapture the relationship between
winter temperature regimes and trends in April 1LESMWthe observations from 1950 to
2003. The model successfully reproduces thisioglship over most of the western U.S.,
however in some specific parts of the domain thelehdoes display some bias. There
are, for example, some apparent systematic emdteeitrends in high elevation
precipitation in the Sierra Nevada Mountains inri@del forcing data that result in a
general bias towards smaller simulated upward gémt¢he high elevation areas in the
southern part of the domain, and there are largemndard trends in simulated SWE at
moderate elevations in California from 1950 to 1898 are apparent in the
observations. In the case of the lower elevatitassh CA, this problem might be partly
attributable to sampling bias in the observati@ngp inaccurate temperature lapse rates
in spring when the weather is clear (i.e. the méaleling temperatures are probably
biased towards warmer temperatures on clear dayglatlevations because of the
assumption of a fixed pseudo-adiabatic lapse sde-Hamlet and Lettenmaier 2005
(Chapter 3)).

4.3. Methods and Experimental Design

The VIC model (version 4.0.5) was run from 1912083 at 1/8-degree resolution over
the 16526 grid cells that comprise the continedt&. west of the Continental Divide,
plus the portion of the Columbia River Basin thas in southern British Columbia (see
Figure 4.1). In the following we will refer to thiacific Northwest (PNW), California
(CA), Colorado River Basin (CRB), and Great BasiB) as sub-regions of this domain.
The snow model time step was one hour, which wasired to capture the effects of the
diurnal cycle of temperature and solar radiatiorseow accumulation and melt. In the
absence of shorter time step observations, da#y poecipitation was equally distributed

throughout the 24 hours of the day. To represdogrstl topographic variability, the
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model uses up to five equal-area elevation banttsawertical interval of approximately
500 m. Simulated SWE values are reported as tevaeighted average SWE over all
the elevation bands in each cell, each of whicluthes a vegetation mosaic comprised of
up to 10 vegetation types. The vegetation chanattes of each cell were assumed to be
stationary with time in the simulations. Notettttee SWE values reported from the
model represent the average snow water contenttlogamtire grid cell which can be
quite different from the value that would be simtethfor any particular point location
within the cell. Elevation bands in each grid @elth July mean temperatures below 10°
C were assumed to be above the tree line (Korn@s)l&nd vegetation classes with an
overstory (if any) were removed from these bandsduhe simulation. The first nine
months of the simulation (Jan 1, 1915-Sept 30, 19&5e used as model spin up and
were discarded. This spin up is adequate for ssiowlations, for which there is
essentially no year to year carryover effect. Fégtil shows the 1f8degree digital
elevation model for the simulation domain, averBJ& temperatures for each grid cell,

and average Nov-March precipitation summarizingntteglel forcing data.
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Figure 4.1 Topographic and climatic charactersstitthe 1/8 degree VIC hydrologic model simulation
domain
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Three different model runs were made:

1) Base Run: Unperturbed precipitation and tempegadata from the
meteorologicall input files (daily total precipi@a and minimum and maximum
temperature and wind speed) were used to driventiael. Trends in SWE are

the result of both temperature and precipitatiomat@ns.

2) Fixed Precipitation (fixed P) Run: The precipibatiforcing data were fixed (for
each calendar month) at the climatological valuesth grid cell, but daily
temperature was allowed to vary as in the origima¢ series. Trends in SWE are
the result of trends in temperature and other teatpee-related meteorological

variables alone.

3) Fixed Temperature (fixed T) Run: The temperatoreihg data were fixed (for
each calendar month) at the climatological valuesth grid cell, but daily
precipitation varied as in the original time seriégends in SWE are the result of

precipitation trends alone.

For the fixed P and fixed T runs, the forcing date perturbed as follows: For each
grid cell, a monthly climatological value for eithgrecipitation or temperature was
calculated for each calendar month (i.e. a sepatatatology for January, February,
etc.). Then the daily time series of the varidblee held constant was forced to
reproduce this climatological value in each morftthe simulation — that is, the daily
values were allowed to vary within the month athm original time series, but the
monthly totals (precipitation) or averages (maximamad minimum temperature) in each
calendar month are identical in each year of theiktion. This method preserves the
daily covariance between temperature, precipitasotar radiation, etc., while removing
the trends and monthly variation in the fixed vialgafrom the simulation. Note that an

average seasonal cycle remains in the fixed variafder this adjustment. Wind data
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were allowed to vary as in the original time seiesach case. If precipitation and
minimum and maximum temperature were all held fiasdlescribed above, the mean of
the resulting simulated SWE would be comparablé rilbtiequal) to the long-term mean
for each calendar date in the base simulation agdrands in the simulated SWE would
be small. It should be noted that theing of precipitation within the month is
unaffected by these adjustments. This has somertam implications when evaluating
the fixed P trends in the calendar date of 10% sacsumulation discussed in later

sections, for example.

March 1, April 1, and May 1 SWE values were exeddrom the model output files for
four time periods based on warm and cool PDO epdehfised by Mantua et al. (1997)

as follows:

A) 1916-2003 (full period)

B) 1925-1976 (warm PDO to cool PDO)

C) 1947-2003 (cool PDO to warm PDO)

D) 1925-1946 concatenated with 1977-2003 (warrOR®warm PDO)

Linear trends were calculated for the time semesach grid cell, and were normalized
by the long term mean of the simulated April 1 SWEeach cell over the time period of
analysis (i.e. the trends for scenario “C” weremalized by the mean SWE calculated
from the 1947-2003 data). Cells included in thetgpivere required, on average, to have
at least 50 mm of SWE on April 1 in order to avmdiuding spurious trends in the

analysis.

For each grid cell, a time series of the date eakg@WE [day 1 = Sept 1, day 365 (or
366 in leap years) = Aug 31] was extracted fromdaiky time series of simulated SWE,
as well as the day associated with 10% of peakmaatation and 90% melt. Linear
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trends were calculated for each of these varidhdes 1916 to 2003 for the Base, fixed P

and fixed T simulations.

4.4. Results and Discussion

Notes on Presentation of Results and InterpretatiohFigures

The results in this section will be summarized pawithy using spatial plots of the trends
in SWE in each grid cell and scatter plots showiirgrelationship between average mid-
winter (DJF) temperatures in each cell and thedsen SWE. The dots in the scatter
plots are color coded so that the different regiartte domain can be distinguished. By
comparing the patterns in these figures for the biided P and fixed T runs, qualitative
conclusions about the effect of temperature andipitation trends on the overall trends
can be drawn. DJF average temperatures for e&tleal used in the scatter plots of
trend vs. winter temperature were calculated froenMIC driving data from 1916 to
2003 and are independent of the period of anaiysesd.

SWE Trends for March 1, April 1, and May 1 for 1918003 (“A”)

To begin with, we show overall trends in simulaBNE for March 1, April 1, and May

1 for the base run from 1916 to 2003 (Figure 4.2k noted above, only grid cells with
average SWE greater than 50 mm on April 1 are shoire results show downward
trends over many grid cells in the domain, andaticmship between mid-winter
temperatures and the relative trends in SWE cheniaet by an inverted “J” shape in the
scatterplots. As we shall see in subsequent sectivs relationship is characteristic of
downward trends in snowpack associated with warmbDgwnward trends in SWE on
April 1 and May 1 are more widespread than for Makc A substantial part of the
domain shows upward trends in SWE, particularlyrawach of the Columbia River
basin. As we shall see in subsequent sectionsg tlygward trends in SWE are primarily
due to upward trends in precipitation. The incrdasmtter for May 1 that is evident in
Figure 4.2 is probably due to the fact that mang gells have relatively small amounts

of snow remaining on May 1.
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Figure 4.2 Relative trends (% per year) in sinedaSWE for three calendar dates for the period from
1916-2003 [Black pixels in the spatial plots arksafle on the low side. Scatter plots are codaled:
PNW = red, CA = blue, CRB = green, GB = black

Results for 1916-2003(*A”)

This period is characterized by widespread, mogegtivard trends in precipitation that
result in upward trends in SWE in the fixed T siatidns (Figure 4.3c) and strong
downward trends in SWE due to upward temperaterels over essentially the entire
domain in the fixed P simulations (Figure 4.3b)u3tthe majority of the downward
trends in SWE from 1916 to 2003 are attributabliatge scale warming which
overwhelms the effects of wide-spread increasegnter precipitation. Note, for
example, the predominantly upward trends in gritsdée CA associated with
precipitation (Figure 4.3c), but predominantly devend trends for CA in warmer areas
with DJF temperatures above about -2.5° C (Figusa)4 Several distinct climatic

regimes are also apparent in these results, whitbewdiscussed separately below.
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Figure 4.3 Relative trends (% per year) in sinedadpril 1 SWE for 1916-2003: a) combined effeafts
temperature and precipitation trends, b) effecteoifperature trends alone, c) effects of precipitat
trends alone. [scatter plots are color coded: PN#d, CA = blue, CRB = green, GB = black]

Results for 1924-1976 (“B”)

Strong upward trends in precipitation throughoet iiagion dominate the SWE trends in
this period (Figure 4.4c), and upward trends in SMIBw these precipitation trends
over most of the domain (Figure 4.4a). The ovdralids in precipitation appear to
reflect a shift from wide-spread drought from 192946 to wetter conditions overall in
the second half of the period. The fixed P analffsigure 4.4b) shows that there is not a

consistent trend in SWE due to temperature alamelas is the only period examined
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for which there were substantial upward trendsWEsassociated with downward trends

in temperature (and solar radiation) alone.
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Figure 4.4 Relative trends (% per year) in sinedadpril 1 SWE for 1925-1976: a) combined effeafts
temperature and precipitation trends, b) effecteoifperature trends alone, c) effects of precipitat
trends alone. [scatter plots are color coded: PNk, CA = blue, CRB = green, GB = black]

Results for 1947-2003 (“C")
The 1947 to 2003 period of analysis correspondd oiosely with the period of record

covered by the snow course and streamflow obsensathat were discussed in the
introduction. This period is characterized by eliént precipitation trends in different
regions (Figure 4.5c¢) and by strong downward tren@WE associated with

temperature trends (Figure 4.5b). The trendsegipitation in each region are broadly
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consistent with patterns of observed climate vditglassociated with the PDO since
1947 that were discussed in the introduction. e fixed P analysis for this period
(Figure 4.5b) shows that without precipitation ttepessentially the entire domain would
have experienced strong downward trends in ApEWIE.
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Figure 4.5 Relative trends (% per year) in sinedadpril 1 SWE for 1947-2003: a) combined effeafts
temperature and precipitation trends, b) effecteoifperature trends alone, c) effects of precipitat
trends alone. [scatter plots are color coded: PNk, CA = blue, CRB = green, GB = black]

Because the temperature-related trends are alinasgsadownward for this period, areas
with downward precipitation trends (e.g. most e BNW cells with DJF temperatures
above -5 C) exhibit very strong downward trendSWE. Some areas with upward
precipitation trends (e.g. about half the cell€#) show downward SWE trends due to

temperature effects despite increases in predmmitatThis effect is less evident in the
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colder areas of the domain (e.g. the CRB), butstidirbe seen in the base run (Figure
4.5a) as a shift towards stronger downward trend®/NVE when the effects of
temperature trends are combined with the effecgetipitation trends. Trends in the
base run analysis (Figure 4.5a) are less thand @& year (strong downward trends)
over about 70% of the cells shown in the figurddis is a considerably larger fraction
of the total area with downward SWE trends tharttierbase run for 1916-2003, in part
because of wide-spread downward precipitation sendhe colder areas of the PNW
from 1947 to 2003.

Results for 1924-1946 concatenated with 1977-1995")
The intent here is to minimize the effects of deda@riability associated with the PDO

by combining two climatologically similar epoch$he fixed P analysis for this period
(Figure 4.6b) shows somewhat more scatter thafixée P analysis for 1947-2003, but
again the trends associated with temperature ammneverwhelmingly downwards. The
fixed T analysis (Figure 4.6¢) shows little consigttrend in SWE associated with
precipitation trends in comparison with the 191®20r 1925-1976 periods. As in the
1916-2003 and 1947-2003 periods, a major drivén@fSWE trends in this period is a
large scale warming which affects most of the dormand the analysis suggests that this
warming cannot be readily explained by decadalkseatiability associated with the
PDO. In particular the earlier warm phase PDO bpoas clearly much cooler overall
than the most recent warm phase epoch. Furthdemeee that decadal variability is a
poor explanation for the temperature related trexaaisbe seen by comparing Figure
4.3b, 4.5b, 4.6b. It is apparent that any periaidegl with the 1977-2003 period shows

dramatic downward trends in SWE due to temperdtarals alone.
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2003: a) combined effects of temperature and pitation trends, b) effects of temperature treridagy
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Effects of Climatic Regimes

Three distinct climatic regimes are apparent inateas that experienced downward
trends in April 1 SWE from 1916 to 2003 (Figur@}. Areas with large downward
trends in April 1 SWE and DJF temperatures betwédhand +2.5 C are shown to be
coastal areas in the PNW and northern CA (Figureugper right panel). Areas with
large downward trends in April 1 SWE and DJF terapges between -10.0 and -1.0 C
are shown to be inland areas with a more contihehtaate (Figure 4.7 middle and

lower right panels). These differences have tavidb specific interactions between
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precipitation and temperature regimes that detezrthie time scales of snow
accumulation and melt. Coastal mountain rangesvarmer, but are able to produce
very large snowpacks in mid winter that can peramsiti April 1 because of high mean

precipitation and cool, cloudy spring conditions.
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Figure 4.7 Location of winter climatic regimes@dated with strong downward SWE trends (< 0.25
%l/yr) from 1916-2003. Mid-winter (DJF) temperatsiia region 1 are above -1 °C, in region 2 betwden
°C and -7 °C, and in region 3 below -7 °C.

These areas are affected by temperature incre@sasiid winter through spring (which
also explains why they are most sensitive to waghirContinental areas, by contrast,
are typically dryer and colder, and snow accumaitathat ultimately persists until April

1 takes place over a number of months from latedadarly spring. Analysis of winter
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precipitation and the seasonal cycle of snow actation in these areas (not shown)
showed that precipitation trends over the entineteviand warmer temperatures during
the late spring were the predominant drivers ofaverall trends in SWE. For areas with
cold mid winter temperatures (Figure 4.7 lower tiganel), the temperature sensitivity
becomes relatively small and the large downwanadsen SWE are associated primarily
with strong downward trends in winter precipitati@ompare Figure 4.7 with Figure
4.3c). These climatic regimes are consistent alithatic characteristics observed by
Serreze et al. (1999) in SNOTEL observations.

Trends in the Timing of Snow Accumulation and Melt

Figure 4.8 shows the trends in the date of simdlpgak snow accumulation and the date
of 90% melt, and that these trends are strongatedlto DJF average temperatures.
Almost all the cells with winter temperatures warriean -5 C, for example, show earlier
dates of peak accumulation and 90% melt. In Sgasreas (such as the coastal areas in
the PNW and CA shown in Figure 4.7, peak accununaiccurs between 15 and 45
days earlier, and 90% melt occurs 15 to 40 daygeeacComparison of the base run
scatter plots with those from the fixed P and fiXedins (Figure 4.8) shows that the
changes in the timing of peak snow accumulation3% melt are a complex function

of precipitation and temperature changes, buttttetiominant effect is due to
temperature trends. A similar examination of tt&tter plots shows that trends in the
date of 10% accumulation, are predominantly dugpteard trends in precipitation in the
beginning of the snow accumulation season. Thieaeges in snow accumulation and
melt are consistent with observed changes in sfteaniming discussed in the
introduction. Interestingly, the time between 1886umulation and 90% melt has not
changed very much overall. This somewhat counteitive result occurs because the
10% accumulation date are most affected by pretipit trends (compare base and fixed
T runs in Figure 4.8), whereas the peak SWE and ®@¥bdates are most affected by
temperature trends (compare base and fixed P nufigiure 4.8). Despite different

mechanisms at different times of the year, theal#&ends in the date of snow
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accumulation and melt are characterized by shiftaé entire snow accumulation season

earlier in time, but with a smaller amount of p&NE.
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Figure 4.8 Cumulative changes (trend * numberearyg) in calendar date of: a) 10% SWE accumulation
b) maximum SWE accumulation, and c) 90% melt fat&2003 for three model runs. Top panel shows a
spatial plot for the Base run. Panels below shoatter plots for the Base (B), Fixed P (FP), arddit

(FT) runs respectively.

The results for the four time periods are summadripe different portions of the domain
and the different model runs in Table 4.1 and Tdli®e Table 4.1 shows the areal
average of the relative trends calculated for eatih(i.e. the spatial average of the trends
shown in Figure 4.3-4.6). Table 4.2 shows thedierthe areal average SWE (i.e. a time



series of SWE averaged over each domain is extrdicse, and the trend in this

aggregate time series is reported).

Table 4.1 Areal averages of the relative trend&&zh grid cell calculated for each portion of dloenain

(percent per year)
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PNW CA GB CRB
1916-2003
Base -0.14 -0.21 -0.40 -0.69
Fixed P -0.60 -0.91 -0.95 -0.71
Fixed T 0.40 0.44 0.40 -0.22
1925-1976
Base 1.52 1.05 1.47 0.74
Fixed P 0.73 0.29 1.33 0.68
Fixed T 0.67 -0.05 0.37 0.36
1947-2003
Base -0.39 -0.84 0.46 0.39
Fixed P -0.94 -1.61 -0.72 -0.35
Fixed T 0.45 0.42 0.63 0.26
1925-1946_1977-2003
Base 0.53 -0.35 0.09 -0.22
Fixed P -0.36 -1.75 -0.62 -0.80
Fixed T 0.98 0.54 0.75 0.43

Table 4.2 Relative trend in the areal average snater equivalent for each portion of the domaier¢gnt

per year)
PNW CA GB CRB
1916-2003
Base -0.06 -0.13 -0.25 -0.26
Fixed P -0.18 -0.39 -0.40 -0.22
Fixed T 0.10 0.14 0.04 -0.14
1925-1976
Base 0.48 0.40 0.12 0.12
Fixed P -0.06 -0.04 -0.13 -0.12
Fixed T 0.38 -0.03 -0.14 0.03
1947-2003
Base -0.40 -0.51 -0.51 -0.19
Fixed P -0.34 -0.73 -0.60 -0.30
Fixed T -0.03 0.21 0.34 0.13
1925-1946_1977-2003
Base 0.07 -0.04 -0.28 -0.29
Fixed P -0.26 -0.57 -0.55 -0.36
Fixed T 0.27 0.24 0.03 -0.10

The results for 1925-1976 shown in Table 4.2 ameesghat confusing and require some

additional explanation. For CA, for example, thedl P and fixed T runs for this period
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show small downward trends in areal average SWighgetrend in the base run has a
strong upward trend. These counter intuitive effece associated with the spatial
distribution of the upward and downward trends eisdéed with temperature and
precipitation trends. For example, if specificaarén the domain that are getting wetter
are also getting colder, then the overall trend b&agtrongly upward (as for CA for this
period), whereas if areas that are getting weteeabso getting warmer there may be little
overall trend. These complex effects are not seéime other time periods because the
temperature related trends (and in many caseg#ogjation related trends as well) are

much more spatially homogeneous.

4.5. Summary and Conclusions

Widespread warming has occurred in the western fthB 1916 to 2003, resulting in
downward trends in April 1 SWE over large areathefdomain. High elevation areas
with upward precipitation trends, however, are shidavproduce upward trends in SWE
over the same time period. The results show thadst all the upward trends in SWE
from 1916 to 2003 are due to modest upward predipit trends and that many of the
downward trends in SWE are caused by wide-spreauhivg. In areas with relatively
warm winter temperatures, such as coastal areilie ?*NW and CA, the effects of
warming frequently overwhelms the effects of insieg precipitation. Colder areas are
predominantly driven by precipitation changes, temdperature effects on SWE trends,

while apparent in the combined trends, are relbtismall.

The period from 1925 to 1976 was characterized iogspread increases in
precipitation, which dominated temperature tremdgroduce widespread upward trends
in SWE. The period from 1925 to 1976 was alsoothlg period in which widespread
upward trends in SWE are observed due to temper&emds alone. From 1947 to 2003
regionally-specific precipitation trends associateth decadal variability combine with

strong downward trends in SWE due to widespreadnivey. The effects of warming are
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frequently large enough to overwhelm upward trand8WE associated with

precipitation trends alone in warmer areas of traain.

The results for the back-to-back warm PDO epochsbooed with the 1916-2003 and
1947-2003 analysis described above strongly suglyaswidespread regional warming
trends are not well explained by decadal scalealdity, but that the decadal variability
probably does account for the trends in winter ipration that have been apparent over
shorter periods of the record. Although the prigaijmn trends from 1916 to 2003 are
broadly consistent with many global warming scesgrit is not clear whether the
modestly increasing trends in precipitation thatehbeen observed over the western U.S.
for this period are primarily an artifact of dechdariability and the time period
examined, or due to longer-term effects such asajlwarming.

Several distinct climatic regimes exist in aread tlave experienced downward trends in
April 1 SWE in the simulations. Coastal areassarengly affected by warming
throughout the winter and spring, whereas areds avihore continental climate are more
sensitive to precipitation trends during the wirdad to warming in late spring. Many
high elevation areas in the Rockies and southearr&are relatively insensitive to
temperature trends, and downward trends in SWiprarearily due to downward trends

in precipitation.

The dates of peak snow accumulation and 90% (df)pealt have generally been
occurring earlier in the year, and these trendslaaly sensitive to winter temperature
regimes, with the greatest changes apparent iis aigla warmer winter temperatures
(e.g. near-coastal mountains in the PNW and CAJes€ effects are consistent with the
observed trends towards earlier peak snowmelt fuidfe sensitivity analysis shows
that the changes in the timing of peak accumuladiwh 90 % melt are primarily a
temperature related effect. The date of 10% (ekpaccumulation has also trended
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earlier in the year, but is shown to be relatedhprily to trends in fall precipitation rather

than to trends in temperature.

The results of this study demonstrate that regia@aming is one of the major drivers of
downward trends in SWE in the western U.S.. Funtioee, we should expect, based on
projections of continued warming, that these dowavteends will continue. Because
precipitation variability seems most strongly rethto decadal variability rather than to
long-term trends, the use of observed precipitatemmbility in conjunction with
scenarios of warmer temperatures may currentihédést approach for understanding
the overall effects of global warming on the hydgt cycle in the western U.S.. Such
an approach implies, as well, that both “warm aed’"w&nd “warm and dry” periods are
likely to occur in the future at different timesicathat water resources planning should

consider both scenarios in testing alternative gameent plans.
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5. Effects of 20 ™ Century Warming and Climatic
Variability on Trends in Runoff, Evaporation, and
Soil Moisture

This chapter summarizes and excerpts research gatrto Journal of Climate as:

Hamlet, A.F., Mote, P.W, Clark, M.P., LettenmairP., 2006: 20th century trends in
runoff, evapotranspiration, and soil moisture ia testern U.S., J. of Climate (in

review)

5.1. Introduction and Background

Figure 5.1 shows a map of the four large riverim#hat comprise our study domain in
the western U.S.: the Pacific Northwest (PNW—whiatiudes the Columbia River
basin and coastal drainages), California (CA — imdke Sacramento and San Joaquin
River basins), Great Basin (GB — which consistswherous rivers that flow to the
closed interior of the GB), and Colorado River Ba§&RB).

DJF Temp () NDJFM Precip (mm)

Figure 5.1: Map and climatological characterist€she simulation domain. a) average Dec-Feb
temperature, b) map of the domain, c) average Nav{decipitation
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Strong topographic controls on precipitation (PJ samperature (T) are present in the
western U.S. Much of the P occurs in the mountasrmarts of the region and P is
strongly winter dominant, particularly at higheewtions. Near-coastal mountains in
Washington, Oregon, and California are relativefrmw in winter in comparison with the
Rocky Mountains, and also have much greater wpreeipitation (Figure 5.1a, c).
These different winter temperature regimes largelyermine how much of the winter P
is typically stored as snow, and also play a strahgin determining the T sensitivity of
snow accumulation and melt processes in differexdasa(Knowles and Cayan, 2004;
Mote et al. 2005; Hamlet et al. 2005 (Chapter §howpack plays a central role in
runoff production in the western U.S. In many miaimwatersheds the water stored as
snow in spring accounts for a dominant fractiothaf summer (April-September) runoff

contributing to streamflow.

Over the past several decades a number of hydootogdeling studies at the river basin
scale have demonstrated that estimated increasaster temperatures associated with
rising global greenhouse gas concentrations wdted e hydrologic cycle in mountain
watersheds in the western U.S. (e.g. Gleick 26f20nlet and Lettenmaier 1999b;
Knowles and Cayan 2002; Lettenmaier et al. 1998@eMet al. 2003; Mote et al. 2003;
Stewart et al. 2004). Systematically warmer terajpges in snowmelt-dominant and
transient-snow watersheds result in reduced (arigggeak snowpack, more runoff in
winter, earlier spring peak flows, reduced summatewavailability and late summer low
flows, increased evapotranspiration (ET) in sumraed (in some studies) an altered
seasonal cycle of soil moisture (SM) recharge aplation (see e.g. Hamlet and
Lettenmaier 1999b). These kinds of hydrologic clesngave also been shown to have
important water resources implications in a nundferase studies (Christiansen et al.
2004; Hamlet et al. 1999; Knowles and Cayan 20@4nE et al. 2004; Van Rheenen et
al. 2004). One question that we address in thpepa, given observed precipitation and
temperature changes over the last century (Moaé €005; Mote 2006), have

accompanying changes in the seasonal water bateacered?
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In previous work we have examined in detail'2@ntury trends in simulated spring
snowpack over the West and have compared themstredd trends from snow course
data (Hamlet et al. 2005 (Chapter 4); Mote e2@05). Some important conclusions

from these studies include:

* Hydrologic model simulations reproduce the spatioqtoral variations in
observed spring snowpack to a remarkable degrespmigrating that observed
trends in T and P coupled with topographic variaio winter climate are
adequate to explain most of the observed trendpring snowpack over the

western U.S.,

* Without observed trends in P, essentially the emtiestern U.S. would have
experienced losses of April 1 snowpack during & &ntury due to widespread

warming.

* The observed trends in SWE depend strongly on wiateperature regimes. The
areas where the greatest SWE changes have ocawer@inear-coastal parts of
WA, OR and CA where winter temperatures are typiaabse to freezing in mid

winter.

» The date of peak snow accumulation and 90% mek baen moving earlier in
the year (up to 45 days earlier in sensitive arfrag) 1916-2003, despite modest
increases in P over this same time period. Thieaeges are shown to be almost

entirely due to T trends.

* While there is clear evidence in snowpack recofdside spread warming across
the western U.S. in the 20th century, there ielgtzidence of any consistent

long-term trends in snowpack across the western &s$bciated with P. This
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supports the hypothesis that P variability is preg@ntly controlled by decadal

scale climate variability rather than effects assted with warming

Given the importance of snow dynamics to the hyayial cycle in western watersheds,
the observed changes in snowpack strongly suggaisive should also expect systematic
changes in runoff, ET, and SM dynamics like thasewssed above both in observed
records and hydrologic simulations. Several resamdies have shown that temperature-
related shifts in runoff timing are indeed evidenbbserved unregulated streamflow
records (Regonda et al. 2005; Stewart et al. 2005).

Observational studies are crucial to the assessof@ttserved climate change, however
modeling studies are also needed to extend retaclsto the early part of the century
(when relatively few observations are availablej tmprovide spatial and temporal
resolution and continuity that are missing from tfserved records. Furthermore,

model simulations can explicitly show the role chd P trends in the observed changes,
and can be used to analyze components of the logicatycle that are typically

unmeasured (e.g. ET and SM).

In this study (following methods first developedine companion study by Hamlet et al.
2005 (Chapter 4)) we will use a physically-basedrblpgic model and a carefully
prepared, long-term meteorological driving datatseeconstruct the water balance of
four large river basins in the western U.S. from@-2003 at 1/8 degree spatial
resolution. Using the surrogate observations prediy the model, we will quantify
trends in ET, runoff, and SM associated with obsdrvends in T and P for each model
grid cell over two retrospective periods (1916-2@08 1947-2003). Trends in these
water balance variables will also be analyzed endbntext of various geographic,

topographic, and climatic drivers.
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5.2. Hydrologic Simulation Model and Driving Data

In this study (as in the companion studies on sr@kgescribed above) we use the
Variable Infiltration Capacity (VIC) hydrologic meti(Liang et al. 1994; Cherkauer and
Lettenmaier 2003) implemented over the western &t $/8" degree spatial resolution
(Figure 5.1). A temporally-adjusted, gridded daitge step P and T data set from 1915-
2003 was used to drive the VIC model. By consitomctthese adjusted data sets
reproduce, at monthly time scales, the trendsamd P from the Historical Climatology
Network (HCN) (Karl et al. 1990) and the Histori€zdnadian Climate Database
(HCCD) (Mekis and Hogg 1999; Vincent and Gullet®2R The methods used to
produce the driving data, and evaluation of thelteg hydrologic simulations using
observed streamflow records, are reported in metaildn Hamlet and Lettenmaier
(2005) (Chapter 3). Daily time step water balasioeulations were carried out using a
one-hour snow model time step. The first nine et the simulations (1/1/1915 —
9/30/1915) were used for model spin-up and hava bgeluded from the subsequent
analysis resulting in a time series of 88 watery¢@ct-Sep) from 1916-2003. Model
spin-up requirements are somewhat different fortBa&h for ET and runoff. In relatively
wet areas (like the cells that accumulate significamowpack in winter that we examine
here) a few years of model spin up has been showe idequate for SM studies (e.g.
Cosgrove et al. 2003). To ensure that the inttgditions do not unduly influence the
long-term trends in the early parts of the recbhmlyever, we examine SM trends from
1920 onwards, allowing for a 5-year model spinAgbditional details on the hydrologic

model and its implementation are reported by Haetled. (2005) (Chapter 4).
5.3. Evaluation of the Hydrologic Model

Snowpack

Simulated trends in April 1 snow water equivaleés¥(E) produced using the VIC model
over the western U.S. have been previously evaluatdetail by Mote et al. (2005).

Good overall agreement was also found betweerethdts produced by the physically
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based model (Hamlet et al. 2005 (Chapter 4)) aosetiproduced by alternative statistical
approaches (Mote 2006). Over most of the domamtbdel closely reproduces the
macro-scale trends in the observations and disfilélgsbias in comparison with the
point observations for different winter temperatteggimes. Some systematic error in the
model’s SWE trends was observed in the Sierra Nelaluntains in CA, however,
where the VIC simulations tended to overestimagentiagnitude of observed negative
trends in snowpack. These discrepancies are leei/be associated primarily with a
spring temperature bias in the VIC meteorologicalidg data associated with the use of
a fixed temperature lapse rate used during theligdprocessing (see Hamlet et al. 2005
(Chapter 4) for more details), but could also hateel to temperature inversions at high
elevations, or other more complicated meteorolddeztures not captured in the driving
data sets. Results for CA shown in this study khba interpreted with some caution

because of the model bias in this part of the domai

Snowmelt

Daily time step point observations from the NatidRasources Conservation Service
(NRCS) Snowpack Telemetry (SNOTEL) observing nekyoovide useful information
on the timing of snowmelt that can be used to eatalthe spatial/temporal patterns of
snowmelt produced by the VIC model. Due to diffexes in scale (point vs grid cell area
weighted average), aspect, vegetation coverage (&ENGites are usually located in
open areas, whereas the model simulates canomyseffeer a large area) and potential
delays in snowmelt in the SNOTEL data due to tieerttal inertia of snow pillows, we

do not expect excellent fine-scale agreement betweemodel simulations and the point
observations. However Figure 5.2 shows that tladioaship between mid-winter
temperatures and the seasonal cycle of snowmelttraaelly captured by the model.
Overall the model produces more melt in March &sd in May than is apparent in the
observations, however it is not immediately cléainé model or the observations is more

representative of average conditions over the dom@i should be noted that the sum of
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the fractions shown in Figure 5.2 are frequenttgéa than 1.0 during the snowmelt

season, particularly in areas where there is satigtaransient snow.)

Jan Feb Mar

DJF Avg T
R
DJF Avg T

0.00 025 050 075 1.00 0.00 025 050 075 1.00

melt fraction melt fraction melt fraction

Apr May Jun
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-20 -20 204
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melt fraction melt fraction melt fraction

Figure 5.2: Simulated and observed total monthtmsnelt (including transient melt) normalized by the
long-term mean of the peak snowpack from 1984-20G%ch location. Grey dots are VIC cells, red dot
are SNOTEL stations. Only sites with more than 200 of SWE on April 1 are included in the plots to
remove low elevation sites from the VIC analysis.

Streamflow

The VIC model, in general, produces high qualitynthty streamflow simulations (note
that throughout this paper, we refer to simulatetliralized flows, i.e., the streamflows
that would occur in the absence of water managemaoh as regulation by upstream
dams, and/or streamflow diversions) in moderatlarnge river basins across the West
(see also Maurer et al. 2002). A complete evanatif all the simulations that are
available is beyond the scope of what can be showlrs paper, however a comparison
of naturalized observed and simulated streamflothénColorado River at Lee’s Ferry,
Arizona and in the Sacramento River at Shasta aA(Figure 5.3) shows typical
model performance in moderate to large river basansss the West. The VIC model has
been calibrated using data only from the post J8&tbd, and the consistent validation
of the model simulations in the pre-1950 periodsitt both to the temporal consistency

of the driving data used in this study and theitgbif the model to successfully capture
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the hydrologic variability associated with diffeteimatic regimes from first principals
using P and T data as the primary drivers. Siredlatreamflows in smaller river basins
are subject to greater random errors due primarigrrors in the spatial distribution of P.
Although random errors tend to be larger at smalbatial scales, Hamlet and
Lettenmaier (2005) (Chapter 3) demonstrate titeatls in the errors are relatively small,
again attesting to the temporal consistency ofitheng data sets and their

appropriateness for the kind of trend analyses needake in this study.

140000

120000 i |
100000 { H . ﬁ l A ‘ {
g0 | | ,l | }‘ ! l ‘ ’ J q i
soooo {; 0 i | ‘ I } ‘\ l ﬁ i V
SRR ARy |
s JUNULUUL k,n_,,.f‘».;l,m»db’k Ml \, AU A
L

140000

120000 |

100000 . ) n
80000 h L

40000

. .y
| c gt
= ) WUAUAAUAML n\,%h;’iduﬁ

60000 [‘ﬂ\ iﬂ ~“ l’\\' -’\I\M'-
; AU VAW ’«J‘F\J\,}\J‘“J\‘u(‘* )

1955 1960 1540 185 1550 1555 1960

0

140000 ' 45000 i
120000 | ] 40000 ’
100000 ‘ || i 35000
o | o HEE o 2 | 4 1
6°°°°f\w*)‘xﬂ\4}\}."h .“’H‘@’Hm‘\;\-‘i"m B f‘a LA b
40000 0 G (L f i 1l i i p f \ r‘
20008 Ju' U LJ‘ \vw J”kjl Jl.)”»"“ dewki‘\ UU v«.’ﬂ’.”m”ulu nggg wkﬂﬂ\fﬁﬁ‘w‘ IRY u\ J“( “J‘vﬂv ) ‘ ‘/‘ } { ‘\J ) i\ W
195 1970 1975 1980 1985 IDAS 1970 1975 T 1980 1985
140000 pnng
45000
120000 ‘ 40000 ’
35000
) — . b
60000 | | \I L1l 20000 ‘
40000 {4 ﬁ | W ’% N \'\ [ 15000 ‘;\‘ ‘ lp \‘.“\. \
zooog ;W\\ J UL ULW WAL WSggg J\j« [t VAR
lmﬂ‘ e 2080 205 a0 0 I'BII 195 2000 ! 2005 T 2010
HOOVR (units cfs) (Red=VIC Blue=OBS) SHAST (units cfs) (Red=VIC Blue=OBS)

Figure 5.3: Comparison of naturalized streamflowasbations and simulated natural streamflows fer th
a) Colorado River at Lee’s Ferry, AZ (inflows to éleer Dam) and b) the Sacramento River at Shasta
Dam near Redding, CA (inflows to Shasta Dam)

The model was also found to be well suited to #s& of identifying long-term trends in
the seasonality of streamflow at the river basalesc Trends in the simulated fraction of
annual streamflow occurring from May-Sept and J8eet (not shown) were evaluated
for several river sites where suitable naturalited observations were available. The
model’s performance in estimating the long-termndiein seasonal streamflow timing

was, in general, quite good, random errors in ta-yo-year values not withstanding.
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Soil Moisture and Evapotranspiration

The VIC model uses a fairly complex and explicihceptual framework in accounting

for variations in ET and SM. ET in the model iséd on the Penman Monteith approach
(Shuttleworth 2003) and explicitly accounts foreireption of precipitation and the
attenuation of wind and solar radiation associati the vegetation canopy (Liang et al.
1994). Model parameterization of vegetation charastics includes an explicit
representation of rooting depth, which determinas the model extracts moisture from
the three soil layers during simulation of tranapan. The soil column in VIC (as
implemented here) is divided into three layerse Thin upper layer (~10 cm) simulates
“fast” runoff processes in near-surface soil layared thicker intermediate (~50 cm) and
lower layers (~1.0-1.5m) represent “slower” storagd drainage processes contributing

to baseflow.

The VIC model’'s simulation of the seasonal cycl&bf has been evaluated in detail for
a limited number of observing sites at which loagrt records are available in the U.S.
and Eurasia (Maurer et al. 2002; Nijssen et al1200n these comparisons, the model
reproduced the seasonal dynamics of SM storagemably well. There are few direct
observations of ET and SM storage in the weste$ With which to explicitly evaluate
the model simulations over the different climaggimes and soil characteristics
considered in this study, however Robock et al08dound good overall agreement
between the spatial variability of simulated SM &M observations from the Oklahoma
Mesonet. Given that the model reproduces the sahtming of water inputs from
snow melt (Figure 5.2) and the resulting timingwioff reasonably well, we are also
confident that the model's seasonal water balamcepresentative at the monthly time
scales examined here. We also argue, based onaitiel’s physically-based
representation of the hydroclimatic system, thatrttodel simulations are a reasonable
surrogate for observations of SM and ET in thay tiespond in a well-understood and
clearly-defined manner to the climatic variationghe model’s driving data and to the

estimated characteristics of the land surface.
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Simulated ET in the model is sensitive to the défee between Tmax and Tmin in the
meteorological driving data (which ultimately debénes the short-wave radiation
attenuation due to inferred “cloudiness” in the mlpdsing methods developed by
Thornton and Running (1999). These methods paminetthe relationship between the
attenuation of solar radiation and the differenegveen Tmax and Tmin. It is not
entirely clear if the empirically derived paramstegmain stationary with changing
climate, however the model does simulate chang&d iassociated with a declining
difference between Tmax and Tmin that are condistéh a systematically higher
atmospheric moisture content and greater atteruafioocoming solar radiation. The
Penman Monteith equation is also sensitive to amirey daily average temperatures
(which determine the saturation vapor pressure)taianin, which determines the dew
point in the model simulations, and therefore tapar pressure deficit used in the
Penman Monteith equation. The temperature-rekefedts to ET in the model
simulations can therefore be broadly interpretethadrends in ET due to changing
energy availability and saturation vapor pressssmeaiated with trends in both inferred

“cloudiness” and absolute temperature, respectively

Simulated ET is also sensitive to wind speed, alginoany systematic effects due to wind
variations are secondary to those associated watigtation and temperature trends in
the simulations, particularly since a daily windr@tology is used in the early part of the
simulation period (1915-1948) (Hamlet and Letteran2005 (Chapter 3)).

5.4. Analytical Methods

For each 1/8 degree grid cell, the VIC model produces a daihetseries of water
balance variables. Linear trends in simulated mgriET, runoff (the sum of surface
runoff and baseflow contributing to streamflow e tmodel), and SM are then calculated
for each grid cell. ET and runoff are reportedramthly totals, whereas SM is reported

as an instantaneous value on the first day of samtth. Runoff is also reported as a
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fraction of annual flow occurring in different ménstin order to evaluate the trends in
runoff timing. Note that these quantities are mb¢grated spatially, and linear trends for

each variable are calculated independently for gaichcell.

As in Hamlet et al. (2005) (Chapter 4), three safgamodel simulations were carried out

to help understand the relative role of trends anB T on the results:

1) Base Run (BR): Unperturbed P and T data froergtidded meteorological data
(daily total P, Tmin and Tmax, and wind speed) wesed to drive the model. Trends in

hydrologic variables are the result of both T andhRations.

2) Fixed P run (FPR): The P forcing data weredika monthly time scales) at the
climatological value for each grid cell, but dailywas allowed to vary as in the original
time series [as in 1) above]. Trends in hydrologidables are predominantly determined

by T trends alone.

3) Fixed T run (FTR): Tmax and Tmin were fixed if@nthly time scales) at the
climatological value for each grid cell, but daisecip varied as in the original time
series [as in 1) above]. Trends in hydrologic Maga are predominantly determined P

trends alone.

For the FPR and FTR, the forcing data were pertudsefollows: For each grid cell, a
monthly climatological value for P, Tmax, Tmin weaculated for each calendar month.
Then the daily time series of the variable to ble lsenstant was forced to reproduce this
climatological value in each month of the simulatiothat is, the daily values were
allowed to vary within the month as in the origitiale series, but the monthly totals (P)
or averages (Tmax and Tmin) were the same for eewith of the simulation. This
method preserves the daily covariance between 3gIBr, radiation, and other forcing

variables, while removing the trends and monthiyateon in the fixed variable from the
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simulation. If P, Tmax, and Tmin were all helddikin this manner, the monthly mean
of the resulting simulated hydrologic variables wbloe comparable (although not equal)
to the long-term mean for each calendar date ib#se simulation and any trends in the
simulated hydrologic variables would be small agldted to secondary effects such as

daily variability within the month.

In the FTR, trends in inferred cloudiness, althonghcompletely eliminated, are
strongly reduced. The number of cloud free daysaich month remains the same as in
the unperturbed driving data, however the sum ofgX-Tmin) over all the days in each
month (which is related to the estimated total shave radiation input in each month in
the model) has no trend. Similar time scale issue present with regard to daily
precipitation values in the FPR. The timing ofgiypéation within the month remains as

in the original time series, but the monthly préeifion totals have no trend.

Several different metrics are used to evaluatesgyatic changes in timing and absolute
value of water balance terms. 50-year, cumulatimeds (i.e. absolute trend times 50) in
the date of occurrence of 50 percent of total caivé water year runoff and ET, and the
date of occurrence of 80 percent of maximum wagar M are used to assess
systematic changes in seasonal timing of thesebas. For runoff, trends in the
fraction of total water year runoff occurring irparticular month is also employed as a
timing sensitive metric. Similar metrics have besed in observational studies by
Redonda et al. (2005) and Stewart et al. (2006). B and SM, relative trends (i.e.
absolute trends normalized by the mean value) riticpéar months or seasons are also
used to show systematic changes in these variablhesh are not necessarily related to

overall timing shifts.
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5.5. Results and Discussion

Notes on Figure Presentation

With a few exceptions, the figures showing tremdlydrologic variables are all arranged
in a similar manner, and show absolute or relatieeds for the three experiments (BR,
FPR, FTR) and for two time periods 1916-2003, 12833 (see caption for Figure 5.9).
For each time period and run, a spatial plot sh@wsap of the trends for each grid cell,
and a scatter plot shows the relationship betwgerage winter temperature regime and
the hydrologic trends in each cell. The scattetsphre also color coded so that particular

parts of the domain can be identified (see cagbofrigure 5.9).
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Figure 5.4: Trends in Oct-Mar precipitation (refattrend) and temperature (absolute trend) exuldcoen
the gridded meterological driving data set. Uppev of panels 1916-2003. Lower row of panels 1947-
2003

Trends in Precipitation and Temperature

Figure 5.4 and 5.5 show linear trends in P, Tmag, Bmin extracted from the model

driving data for the snow accumulation season imeavi(October-March, Figure 5.4) and
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summer (April-September, Figure 5.5) for the peffredn 1916-2003 (upper panels) and
1947-2003 (lower panels). As reported in Hamlet bettenmaier (2005) (Chapter 3)
these trends are, by construction, in close agreewi¢gh those present in the U.S.
Historical Climatology Network (HCN) (Karl et al990) and the Historical Canadian
Climate Database (HCCD) (Mekis and Hogg 1999; Vim@and Gullett 1999) (See also
Figure 6 in Mote et al. 2005). Temperature tresu@slarger in winter than in summer,
trends in maximum temperature (Tmax) are small@n for minimum temperature
(Tmin), and temperature trends for the latter gefrom 1947-2003 are larger than for
the longer record from 1916-2003 and show a gretiierence in the rate of warming

between Tmin and Tmax.
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1947-2003

These trends are comparable to those shown irestodlistation data (e.g. Mote et al.
2005; Knowles et al. 2005) and are broadly consistetheir overall character with the
analyses included in the IPCC 2001 report (IPCCL20@&s noted above, winter P
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trends, although shown to be generally positivessthe west from 1916-2003, are very
different in the 1947-2003 period, and seem to beerstrongly controlled by decadal
variability in each region than by long-term chasmigssociated with regional warming.
Trends in summer P, although relatively small in@dbte value over much of the domain
in comparison with winter trends, are generally ap¥g and are more consistent for

different time periods.

It is important to note that the relationships kestw winter temperature regimes (and
elevation) and climatic trends shown in Figure&nd Figure 5.5 contain relatively little
observed information about potentially differing trendshagh or low elevations. This is
because the majority of stations used to consthecgridded meteorological driving data
set are at moderate or low elevations. The systemihects of topographic variations on
temperature and P are taken into account by usiixg@ moist-adiabatic temperature
lapse rate in the gridding process and by adjustiagong-term P means at different
elevations derived from PRISM means (Daly et a@4)%s described by Maurer et al.
(2002). For this reason, however, the time hystdrithe gridded data (and therefore the
temporal trend) is mostly controlled by low and raxate elevation station data. Mote et
al. (2005) demonstrate, however, that (except pbssi CA) an elevation bias in the
simulated VIC snow trends is not apparent, whidgests that if there are differences in
high and low elevation trends in temperature amdipitation, they are generally small in

comparison with the overall trends.

Long-Term Water Balance Simulations

To help illustrate some of the hydrologic charastars of each basin that determine the
results of this study, we show a simulated longataverage water balance (1916-2003)
for the four large river basins that comprise dudg domain (Figure 5.6). The
importance of snowpack in the hydrologic cycle dgsged in the introduction is readily
apparent in these figures. Despite the fact thaté&servoir is a larger storage term than

snowpack in the water balance for much of the Wit only through the relatively
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rapid and sustained input of snowmelt that theskdiggic systems generate significant

runoff in summer.
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Figure 5.6: Long-term water balance for four larger basins a) Pacific Northwest, b)Great Basjn, ¢
California, d) Colorado River basin

ET in the West is larger than precipitation fromridq®eptember (with some exceptions
in the northern part of the PNW), and summer pitatipn is mostly lost to ET and does
not typically contribute greatly to streamflow hese spatial scales. The summer runoff
contributing to streamflow is therefore approxinhaexqual to the (negative) change in
the soil and snow storage terms less the evaporiatiexcess of summer P. Seasonal
recharge of the soil column is a complex functibthe seasonality of precipitation,
inputs of snowmelt in spring, and losses from ETm@inage, however soil moisture in

the simulations typically peaks in May or June ta¥gathe end of the snowmelt season.
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Overall Trends in the Timing of Runoff, SM, and ET

To begin with, we show overall trends in the timofgunoff, SM recharge, and ET.
Figure 5.7 and 5.8 show 50-year cumulative treatisdlute trend times 50) in the date
of occurrence of 50 percent of the total water yaaoff and ET, and in the date of
occurrence of 80 percent of the maximum SM. DownaMvigends in these values indicate

more runoff, ET, or SM recharge occurring earlrethie water year. The changes in the
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seasonal timing of ET are relatively small overaiid do not show great sensitivity to

temperature related effects from 1916-2003.
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Figure 5.8: Same as figure 5.7 except for theogefiom 1947-2003

Some temperature sensitivity is apparent from 12a03 in the warm parts of the
domain (particularly CA). These effects, which digcussed in more detail in the
following section, are due primarily to the comhreffects of greater water inputs in
spring (temperature effects to snowmelt timing) @ad/ing effects in summer associated
with changes in precipitation. Changes in thengmof runoff and soil moisture recharge
are substantial, and are more clearly associatddtemperature-related effects that
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deliver more water earlier in the water year, eittieectly as rain or from earlier
snowmelt. There are clear trends in the simulatiomvards increased runoff earlier in

the water year, and earlier SM recharge in spring.

The warmest parts of the domain are most senddivwearming in this regard, which is
consistent with the trends in the timing of snownsébwn by Hamlet et al. (2005)
(Chapter 4). Because the temperature trends i@rer lakom 1947-2003, the temperature-
related (and overall) trends in the timing of rurarid soil moisture recharge are much
more pronounced for this time period (as are tl@ghs in the timing of snow
accumulation and melt). These effects to runoff soil moisture recharge are discussed

in more detail in subsequent sections.

Trends in Evapotranspiration and Runoff Ratio

As noted in previous discussion, trends in ET amaarily due to changes in inferred
cloud cover (net radiation), changes in T (satur&ggor pressure or dew point), or
changes in water availability at different timegtod year, which can be influenced both
by seasonal or annual changes in P and/or snowrdgsa The model simulations
demonstrate overall increasing trends in summerilZSgptember) ET (not shown) both
from 1916-2003 and from 1947-2003 for all cellshe model domain. These overall
trends in summer are associated most stronglytvatids in water availability, which is
related most strongly to P trends. These restdtd@adly consistent with the fact that
ET in the West is frequently water limited in sumirarticularly so in the GB and
CRB), and that there are in many cases increasangs in summer P over time in the
model driving data (Figure 5.4-5.5).

A somewhat different picture emerges, however gfexamine only those cells which
have a least 50 mm of SWE on April 1 and examieesttasonality of the changes.
Figure 5.9 and 5.10 show the trends in ET from Ajuine and July-September

respectively for these grid cells. From April-Junater availability in these “snow
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cells” is much more strongly dependent on tempeeatends which cause earlier
delivery of water (and higher SM) from the meltsrgpwpack. This can be seen most
clearly in Figure 5.6 for 1947-2003 (right panel3yends associated with P alone show
no overall shift towards positive or negative trenahereas the effects of T trends alone
result in strong increasing trends in ET, and ¢yedominate the combined effects due to
trends in both T and P. This effect is associatithl increased water delivery (via

earlier snowmelt) to a primarily water limited syst.
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The first row shows the results for the BR simualasi, the second row shows the results for the HiRR,
third row shows the results for the FTR. For etimie period and model run a map of trends and tesca
plot of DJF temperature vs. trend are shown. 8catbts are color coded by region: red = PNWebiu
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In the later half of the summer period, the opmomsittrue. P effects dominate the
combined results (compare scatter plots for BRTB)Fand the trends associated with T,
while showing a relationship with winter temperatoegimes, do not show a strong

effect on overall trends (Figure 5.10). In the treogd parts of the domain (e.g. in much
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of the GB and CRB), we expect trends in late suniaieto be most clearly related to
summer P trends, because there is abundant eneaidgide for evaporation and more P

simply results in more ET.
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Figure 5.10: Same as for Figure 5.9 except for-3apt ET

In some other parts of the domain, however, thecesfto ET are a more complex
function of trends in winter P and T. In the warrparts of the CA domain, for example,
P trends alone produce increasing trends in ETémater availability due to greater
winter P), whereas the T trends alone would deer&ds because late summer water
availability is decreased due to earlier snow rnimethis sensitive area. As it turns out,
the T trends dominate in this part of the domagatduse CA has little summer P, and
effects of temperature on the timing of snowmelnhdate (Hamlet et al. 2005 (Chapter
4)). This also explains the temperature relatéitissh timing shown for this part of the
domain in Figure 5.8. Trends in the annual runafiio [(annual runoff)/(annual P)] are
largely related to seasonal trends in P (Figur&)5.The effects of P trends alone show

systematic increases in the runoff ratio in abalt the domain, and these patterns are
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clearly the primary determinant of the overall tiern the runoff ratio. In fact the T-
related shifts play so small a role in the combiresiilts that they almost cannot be seen
in the plots. [This effect is somewhat counteritnte, because in examining the FPR and
FTR it would appear that the relative trends duietoperature alone are comparable in
magnitude to the P-related trends. This inconsgstéas to due with the fact that in the
FPR the average runoff ratio used to scale thelaesivends is very small in the arid
areas of the domain (GB and CRB) because of tbagly skewed P distributions. As a
result therelative trends due to temperature appear to be comparatiie FPR and

FTR. If absolute trends were plotted this would b@the case.]

The right panels in Figure 5.11 demonstrate thaeffects to the runoff ratio are
primarily associated with the trends in winter fhighh primarily determine annual runoff
in the West). Trends in summer P (which parthedaine summer ET) play a smaller
role. While considerable scatter is present inréhationships, in simple terms increasing
trends in winter P are frequently associated witlieasing trends in the annual runoff

ratio. The effects for 1916-2003 (not shown) anlar.

Trends in Runoff Timing

Trends in the seasonal timing of runoff are prityanfluenced by changes in snow and
SM dynamics, and to a lesser extent by trendsarséasonality of P. Figure 5.12 and
Figure 5.13 show trends in the fraction of annuabiff occurring in March and June

respectively for all the cells with at least 50 mfiSWE on April.

The changes in runoff timing from 1947-2003 areyw@milar to the observed trends in
streamflow timing shown by Stewart et al. (2005)desentially the same time period.
Because the snow is melting systematically eani¢he model simulations (Hamlet et al.
2005 (Chapter 4)), the simulated runoff fractioMarch systematically increases, and
the runoff fraction in June systematically decreas&or March the patterns are similar
for 1916-2003 and 1947-2003, although the trendst@onger from 1947-2003. For
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June, overall trends are generally downwards fr@d712003, but are not as consistent
for the period from 1916-2003.
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the trends (see caption for Figure 5.9). Uppédrtnzanel shows a scatter plot of trend in runatibras
trend in Oct-Mar precipitation. Lower right parstlows a scatter plot of trend in runoff ratio \exntt in
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These overall trends in runoff timing in March ahdhe can be most clearly understood
by first examining the effects of T alone (centawrof panels in Figure 5.12-5.13). For
March the trend in the fraction of runoff in eacbmth due to T trends alone is typically
positive, and is related to a combination of tretmigards earlier snowmelt and earlier
soil recharge. Trends are greatest in the areteeafomain with intermediate winter
temperatures, since these areas experience thefstaowmelt during this time (Figure
5.3). By June the trends in runoff fraction dud talone are predominantly negative

across the board because by June snowmelt in rhtiet domain has peaked and the
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shifts towards earlier snowmelt tend to reduce natailability in all but the very

coldest parts of the domain
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Figure 5.12: Same as Figure 5.9, except showiragiveltrends in the fraction of annual flow occogin
March

When P trends alone define the trends in runoftioa (lower row of panels in Figure
5.9-5.10), the overall trends are more difficultriterpret because different areas of the
domain experience different seasonal P trendsfi@rdint months and different time
periods. Trends associated with T alone, howearerthe most important driver of the
overall pattern of trends, particularly for Marchemperature related effects are also
somewhat stronger in the period from 1947-2003 tbhatt916-2003, but the relative
roles of T and P in the two time periods are brpadhilar. Results for June are similar
although the role of T-related trends is somewhedker in this month. A similar
analysis of each month and the four seasons (lowtrsirevealed a more gradual shift
from increased runoff in the early spring to reduognoff in mid to late summer. The
monthly results also show that the shifts in runiomffing are related to winter temperature
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regimes, with shifts in timing starting earliertive year in warmer parts of the domain

and later in the colder parts of the domain.
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Figure 5.13: Same as Figure 5.9, except showiragiveltrends in the fraction of annual flow occogin
June

This is expected since the snow melt peaks eanligtre warmer parts of the domain
(Figure 5.3). As a general rule, if the snowmlbccurring earlier in time, then areas of
the domain where the dates of peak snowpack @ttrthe month being examined will
show upward trends in the fraction of runoff. Cersely, areas of the domain with peak
snowpack occurringefore the month being examined will show downward treinds
runoff fraction for that month. Results for Mayy example, (not shown) exhibit
downward trends in the warmest areas of the do(m@ar-coastal areas in the PNW and
CA) where peak snowmelt has already occurred, velsarethe coldest areas in the
domain (e.g. in the PNW in British Columbia) tremasunoff fraction are still increasing

in May because peak accumulation occurs laterasdltolder areas (Figure 5.3).
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As discussed in the introduction, many hydrolognegations in snowmelt dominant
basins based on climate change scenarios showe@ducoff in late summer due in part
to a longer streamflow recession period causedalieeinput of snowmelt. While
downward trends are apparent in our simulatioresfrénds in the fraction of annual
runoff occurring in late summer (not shown) areually most sensitive to P trends.
Trends in late summer low flows are therefore reasy\wobustly linked to temperature

trends alone in the late summer.

Trends in Soil Moisture

Trends in SM are somewhat more difficult to analifmn trends in runoff or ET,
because SM integrates the time history of inpamfP (rain), snowmelt, and losses due
to ET, runoff, and drainage (baseflow). SM is albaracterized by strong
autocorrelation in time, which means that lag déffec inputs or losses can be as
important as those occurring at the time the ingpant actually observed. In snow melt
dominant watersheds in particular, interannual S¥ations observed in mid summer
are most clearly associated with variability inwsreccumulation that is largely

determined by climatic conditions occurring as mashien months earlier.

Trends in SM are reported as relative trends ineateported on the first of each month.
We chose to show figures for April 1 and July 1dese changes in SM on these dates
roughly correspond to changes in runoff for Maiamg June (Figure 5.12 and 5.13
respectively) l.e. if increasing trends in snownagld/or P falling as rain are apparent in
March, then we should see increasing trends in 8Mpril 1.

On April 1, increasing trends in SM predominate] are shown to be strongly
temperature related, particularly for 1947-2003jrdywhich strong temperature-related
effects weaken or reverse the effects of downwambs in P in the PNW (Figure 5.14).
For July 1 (Figure 5.15) the effects of P domirthteoverall trends. The temperature

related trends are generally consistent with tranghks in runoff discussed above, i.e.
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warm areas show stronger downward trends on Jtilgri cold areas (as for June runoff
trends in Figure 5.13) and the T-related trendstamnger from 1947-2003 than from
1916-2003.
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Figure 5.14: Same as Figure 5.9, except showirggiveltrends in April 1 soil moisture for the pef#o
from 1920-2003 (left panels) and 1947-2003 (rigimeds)

Despite the fact that the T-related trends playaller role in determining overall trends
in July 1 SM, the effects due to temperature agarty reflected in the BR results, and
systematically shift the trends associated withoReone way or the other (Figure 5.15).
In some specific cases, the effects of T are tedgminant driver of SM trends. On July
1, for example, the FTR trends for the cells wittrmr winter temperatures are small,
whereas the trends for the FPR are larger and tsfedetermine the BR trends for
cells within this climatic regime. T trends areréfere the primary determinant in the BR

run for these cells.
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Figure 5.15: Same as Figure 5.9, except showiragiveltrends in July 1 soil moisture for the pesidcbm
1920-2003 (left panels) and 1947-2003 (right pgnels

This makes sense, because these parts of the dgetamlatively little P in summer
(Figure 5.6), and are subject to strong timingtshif snow melt timing which are
primarily T related (Hamlet et al. 2005 (Chaptex. 4)

5.6. Summary and Conclusions

Large increasing trends in T are apparent in tioelgd meteorological data sets used in
this study both for the period from 1916-2003 amdthe period from 1947-2003. Daily
minimum temperatures are rising faster than maxirtemperatures, and the T trends are
much larger from 1947-2003. These trends arephbgtecuction, consistent with observed
trends in the quality controlled HCN and HCCD dséés.

P trends have been positive over much of the West 1916-2003, but there have been
large decadal excursions from these long term gesnad upward trends from 1916-2003

are most clearly associated with widespread droungtiite early part of the record. The
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spatial patterns of P trends from 1925-1976 and@ 303, for example, are very
different from those in 1916-2003. In contrastite T trends, which are quite spatially
homogeneous, P trends show little evidence of alpationsistent long-term trends in the

western U.S.

Simulated summer ET as a whole has followed wataitability; however in cells with
substantial snow accumulation in spring, some syatie changes associated with
temperature are also apparent. In early sprintgnvevailability from snowmelt has
generally increased due to earlier snowmelt, andr&n April-June has followed these
upward trends. Similarly in late summer, incregsirhas resulted in decreasing trends
in water availability from snowmelt, which has teddo reduce ET from Jul-Sept.
Trends in ET in the spring are more strongly terapee controlled than they are later in
the summer, because of the influence of snownmeihg. Despite these changes there is
little evidence of a systematic change in the dveeasonal timing of ET (except in CA
from 1947-2003), because upward trends in earipgpulue to earlier snowmelt are
frequently paired with upward trends later in themmer due to upward trends in

precipitation.

Increasing temperatures have had an importantteffethe seasonal nature of runoff in
cells with substantial snow accumulation in spritgMarch, trends in runoff are
strongly upwards and are predominantly associatddtemperature effects. In June
temperature related trends are strongly downwar@saperature plays a strong role in
determining the overall trends in both months bBuhbre important in March. These
changes result in robust shifts in the timing ofafi towards earlier calendar dates that
are primarily controlled by temperature trends. Sptember, however, the T related
trends are relatively weak, and P trends begirotoidate the overall trends. These
results suggest that trends in low flows in latesier are mostly controlled by P trends
rather than by T trends.
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Trends in April 1 SM in cells with significant snaazcumulation on spring are upwards
(i.e. earlier soil recharge) and are most stroeglytrolled by T related trends. On July 1,
the T related effects are much weaker and pretimitéas the major driver of the overall
trends in most parts of the domain. Areas wittelP in summer and large trends in
snowmelt timing (e.g. coastal areas of the PNW@AY however, show strong effects
associated with temperature alone. Consistenttivéibe effects, trends in the timing of
soil moisture recharge in spring are towards eadlki¢es, and, as for the changes in April
1 SM, are primarily controlled by temperature trend

Many studies evaluating global warming projectibase concluded that much greater
confidence should be placed in projections of iasieg T than in changes in P (IPCC
2001). The results of this study are useful is ttuntext, because we have been able to
show how strongly ET, runoff, and SM are affectgditand P trends. We can conclude,
for example, that future projections of changesimoff in spring and summer are likely
to be more reliable in general than projectionshanges in late summer SM.
Furthermore, changes in the seasonal timing offESummer in coastal areas of the
PNW and CA are much more clearly related to tentpegachanges, because there is

relatively little P in summer to offset losses ddter availability due to earlier snowmelt.

In this study our domain is the western U.S. ahaley however the same analytical
techniques could be applied at the river basinesaatl might reveal some differing
sensitivities to changing regional climate tharsththat have been summarized here for
the larger domain. Likewise, in global warmingdsés the use of a discrete sensitivity
analysis to separately analyze the effects of TRaodanges may have value in terms of
analyzing the uncertainties inherent in such ptajas. Forecasts of different hydrologic
conditions associated with T and P changes coulddighted differently in the final
analysis based on estimates of the reliabilityimiusated T and P trends as compared to

observations, for example.
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6. Sensitivity of Flood Risk to 20 ™ Century Warming
and Climate Variability

This chapter excerpts and summarizes research gatras:

Hamlet, A.F., Lettenmaier, D.P., 2006: Effects 6ffRcentury warming and climate
variability on flood risk in the western U.S., WR8ubmitted)

6.1. Introduction

Despite the fact that probability distributionsasinual flood maxima are frequently
assumed to be homogeneous in time for engineedsigial purposes, there is now an
awareness that flood probability distributions iaréact a complex function of climatic
variations over a range of time scales (Frankskarezera 2002; Kiem et al. 2003;
Sankarasubramanian and Lall 2003). Furthermoné, lse changes due to
anthropogenic or natural causes such as urbamniz&bigging, fires, and anthropogenic or
natural changes in channel structure are all kntmaahange flood risk (e.g. Bowling et

al. 2000; Jain and Lall 2001; Matheussen et al02U0issmar et al. 2004). Such changes
can be important to decision processes that aeeteft by flood risks. One example of
federal policy in the U.S. that is affected by ofiag flood risks is the Federal
Emergency Management Administration (FEMA) floodurance program, eligibility for
which is usually based on 100-year return perioddlinundation maps. These risks, and
hence maps used for land use planning, are nowdsyed static, but such assumptions
may not be realistic. If they are not, importanéstions are raised about how such

programs should be designed and managed to copaaritstationary insurance risks.

In this paper we focus on the role of climatic aéians in determining flood risks
associated with natural flow in watersheds in tlestern U.S.. There is a steadily

growing body of research that has demonstratedctimaatic variations in the western
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U.S. are predictable over a wide range of tempamdlspatial scales (Dettinger et
al.1998; Gershunov et al. 1998; Hamlet and Lettean2000; Mote et al. 2003;
Sheppard et al. 2002). Regional scale variationgimter climate associated with the El
Niflo Southern Oscillation (ENSO) (Battisti and Sdui& 1995) and the Pacific Decadal
Oscillation (PDO) (Mantua et al. 1997; Zhang etl897), for example, have been shown
to be related to variations in seasonal flow interesrivers (e.g. Hamlet and Lettenmaier
1999a; Hidalgo and Dracup 2003; Redmond and Ko&i)1&nd these climatic
variations may also create variations in floodsigr different periods in the historic
record (e.g. cool vs warm PDO epochs), or in certéasses of years (e.g. warm ENSO
or PDO years) on an interannual basis. Understgrtie relationships between
predictable climate variations (e.g. those relateENSO) and flood risks may have
important implications for water management or otlexision processes where changes
in flood risk can potentially be forecast with se@al (3-12 month) lead times.
Adjustments of flood control rule curves used terape storage reservoirs, for example,

could reflect different levels of flood risk in tefent years.

Systematic shifts in regional temperature assatiaith global warming (or other
climatic drivers) are also a potentially importaotcern in the context of flooding. In
the western U.S., increasing temperatures in tHec@ftury have already had profound
effects on both the quantity and timing of meltsrgw in spring (Hamlet et al. 2005
(Chapter 4); Mote et al. 2005; Mote 2006). In tl@gion, the hydrologic variability in
most rivers is strongly influenced by the procelssnow accumulation in fall and winter
and melt in spring and summer. Regional warmingr oive last century has already
affected the timing of runoff (Stewart et al. 2D@Hd (as inferred from modeling
studies) soil moisture recharge (Hamlet et al. 2@lgapter 5)), effects which also have

the potential to alter the probability distributsoaf floods.

In this study we seek to understand and quantiyeffects of 28 century warming and

interannual and interdecadal variations in wintanate on flood risks across the western
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U.S., which we define as the U.S. west of the Gmamiial Divide, and the Canadian

portion of the Columbia River basin in British Cuoihia.

Std Anomalies Relative to 1961-1990

Std Anomalies Relative to 1961-1990

Std Anomalies Relative to 1961-1990
& ES & o - o - ~ w ES

Figure 6.1 Study domain and a long-term, spatiallgraged time series of cool season (Oct-March)
standardized anomalies of precipitation (PCP), marn daily temperature (TMAX), and minimum daily
temperature (TMIN) for the PNW, CA, CRB, and GB.

For purposes of discussion we have also dividesllénger domain into four sub-
domains: the Pacific Northwest (PNW) which comsitdee Columbia River basin and
coastal drainages; California (CA), which comprisesrs within the Sacramento and
San Joaquin basin; the Great Basin (GB); and ther&io River basin (CRB) (Figure
6.1). We will also demonstrate that the effecta@f century warming and interannual
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and interdecadal variations in winter climate orst@en U.S. flooding are in fact linked,
because a general warming also affects interarvaugtions in river discharge. To
avoid potentially confusing interactions betweessthtwo mechanisms in the observed
climatic record, we develop methods to isolatesiesitivity to these two effects in the

subsequent analysis.

6.2. 20™ Century Climate Variations in the Western U.S.

In two companion studies, Hamlet et al. (2006) {@éa5) and Mote et al. (2005) have
examined trends in cool and warm season precipitand temperature over the same
western U.S. domain using both observations froerHistorical Climatology Network
(HCN) (Karl et al. 1990) and the same daily timepsgridded meteorological data used
here (see following sections for more details anrtteteorological driving data set). We
summarize below some of the key findings from theier papers that have a direct

bearing on the hypotheses and experimental desitiscstudy.

To begin with, there are fundamental differencdsvben variations in precipitation and
temperature over the #@entury that are important in the context of gtisdy. From
1916-2003 essentially the entire western U.S. kpsréeenced increases in both cool
season and warm season temperatures (Mote et0al, Bamlet et al. 2006 (Chapter 5)).
The rate of change varies from location to locatad with the time period examined,
but the central tendency is on the order of oneade((C) per century from 1916-2003
(Hamlet et al. 2006 (Chapter 5)). The rate ofease from 1947-2003 is roughly double
that of the longer period from 1916-2003, whickaigely attributable to the fact that
much of the observed warming has occurred from ab®r5 to present. Although
regional scale changes in temperature may or malgendirectly attributable to global
warming, the synchronicity and spatial extent @fsih changes, coupled with high
correlations between the smoothed regional andagioean temperatures (Figure 6.2),

provides evidence that regional temperatures arpled to global temperatures.
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The nature of precipitation variations in the wasteg.S. over the period 1916-2003
contrasts with the observed temperature changesr t@is period, there is little evidence
of any consistent large-scale trends. Insteadjgtation variations seem to be most
strongly related to natural variations at decaidad tscales in particular regions (Cayan et
al. 1998; Mote et al. 2005; Hamlet et al. 2006 (@ba5)). To illustrate this point, a
comparison between the CRB and the PNW is instreictFigure 6.2 shows that the
West as a whole was relatively dry from 1925-1946 eemained dry in the CRB from
1947- 1976 after which there was an abrupt shiftetter conditions from 1977 on
(Hidalgo and Dracup 2003). In the PNW, howeveg, gkriod from 1947- 1976 was
anomalously wet, while the period from 1977 toeatst the mid 1990s was generally dry
(Figure 6.2). Thus trends in precipitation acribesWest have been generally upwards
since the early part of the century (owing primatd large scale drought in the early part
of the record), but are opposite in sign for theAPBind the CRB in the last half century
or so when global warming arguably has had itsggest influence (Mote et al. 2005;
Hamlet et al. 2006 (Chapter 5)). These historitepas support the hypothesis that long-
term trends in cool season precipitation in the Vdes controlled primarily by natural
climatic variations at the regional scale and thaje scale effects associated with
regional warming have (at least so far as the kemngrtrends are concerned) played a

relatively minor role.

A lack of clear trends in cool season precipitatioh withstanding, there is an obvious
change in the interannual variability across theter U.S. after about 1973 (Figure
6.1). The change in variability is characterizgdrizreased coefficient of variation,
increased period of oscillation, and increased Gatran between regions (analysis not
shown). This increased synchronicity and increaaade of variation has also been
noted in several other studies examining obseriredraflow records in the western U.S.
(e.g. Cayan et al. 2003; Jain et al. 2005; Pagaddzaren 2005). There is currently little
conclusive evidence to tie these changes in vaitiatn global warming per se, however
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the synchronicity and spatial extent of these ¢ffagain suggests a large scale climatic

influence affecting the West as a whole.
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Figure 6.2 Standardized anomalies for cool sepsecipitation (PCP), maximum temperature (TMAX),
and minimum temperature (TMIN) shown in Figure &moothed with a 12-year running mean.
Precipitation is compared to a smoothed time serfi¢ise cool season PDO index anomalies. Temperatu
is compared to the smoothed time series of staimatdlobal mean temperature anomalies. Inset¢sabl
in each case show the correlatioff)(Between the smoothed regional time series anBE@ index and
global temperature time series, respectively.
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These findings have important implications for istigations of evolving flood risks in
the western U.S., which are potentially affectecdbth temperature and precipitation
changes at various time scales (see discussiorctianisms in following section).
Because the West is apparently systematically wanme than it was in the past, one
objective of this study is to understand the résglimplications for flood risks. We will
also examine the changes in flood risks associaiidinterannual climate variations
associated with PDO and ENSO, as well as for tipar@nt changes in cool season
precipitation variability that have occurred sitike mid-1970s.

6.3. Physical Mechanisms Associated with Western U.  S.
Flooding

At the most fundamental level, flooding is causgadmplex interactions between storm
characteristics (seasonality of storms, precigitaintensity, storm size and duration,
temperature, orientation, and velocity), catchngaametry (basin area, slope,
orientation), land surface characteristics (irdfiton rate, depth of soils, vegetation), and
the nature of antecedent hydrologic conditiond (soisture, snowpack) (Pilgrim and
Cordery 1993). For many rivers of moderate todagpatial scale in the western U.S.
floods typically result from either a) large sctd# and winter storms, or b) spring
snowmelt, both of which are associated with retdyivarge-scale climatic drivers
(O’Conner and Costa 2003). In Section 6.4 belowaise compare the seasonality of
flooding for both model simulations and observagiovhich provides additional
evidence that winter and spring flooding are theegal rule in the western U.S. for
basins larger than about 775 Rigure 6.3). These general characteristics are in
contrast to flooding that occurs at smaller spaitales in the arid southwestern U.S. and
in other regions of the U.S., where warm-seasondérstorms affecting relatively small
spatial scales are sometimes responsible for egtflash flooding (e.g. the 1997 flood at
Ft. Collins, CO, and the 1972 flood at Rapid Cityya).
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On this basis we argue that, at least for the naddeo large river basins in the western
U.S. that we will examine in this study, the causieooding associated with catchment
geometry and storm size interactions are probasly important than in other regions,
and large scale effects due to cool season clipiatea more important role. This is
particularly true in larger snowmelt dominant rivevhere spring snowmelt flooding is
often related to the spatially and temporally inéégd climatic effects occurring during
the entire snow accumulation season (typically Narch) rather than to individual
winter storms (O’Conner and Costa 2003) .

In the western U.S., climate variability primardffects flood risks via storm
characteristics, contributing basin area (a fumctbtemperature and topography in
mountain basins), and antecedent hydrologic cant{particularly soil moisture and
snowpack). For a given temperature regime, ineieasprecipitation intensity or
duration at the time when floods typically occurulbgenerally be expected to increase
flood risks (Pilgrim and Cordery 1993); howevaern, & given regional climate, the
specific physical mechanisms associated with teatper that influence flooding are

potentially different for basins with different vter temperature regimes.

In rain dominant basins that are mostly above freein winter, floods are mostly
associated with storms that produce a) extremeptaton intensity or b) heavy
precipitation over a longer duration and/or a lsspatial scale. The amount of runoff
produced by either kind of storm can be intensibgdintecedent conditions that produce
saturated soils (Pilgrim and Cordery 1993). Irsthbasins, one might expect that
systematic shifts in temperature would play a ey minor role in changing flood

risks, because floods are determined primarilyh@ydrecipitation characteristics and

sequencing of observed storms.

In mountain watersheds where average mid-wintepé&zatures are close to freezing

(sometimes referred to as “transient snow” watetsjjgemperature can play an
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important role in determining the amount of runbt will occur in response to a given
storm. This is particularly true in places wheoelcseason storms are large enough in
spatial extent that a large portion of the basmffiected by individual storms, with
temperature controlling the contributing basin an@athe form (rain or snow) of the
precipitation over different parts of the basin.nkear coastal mountain watersheds in
WA, for example, warm winter storms (e.g. “pineappkpress” storms) can produce an
unusually large amount of runoff simply becausesiire watershed is below the
snowline (USGS FS 228-96). A similar amount ofcgegation occurring in
combination with colder conditions can have a msmialler contributing basin area.
Antecedent snowpack can also melt during warm syewiding additional runoff to that
generated by new precipitation (so-called “rairsaow” floods) (USGS FS 228-96).
Thus several competing mechanisms present thensseltleregard to changes in
flooding in response to systematic warming in tramswatersheds. Storms occurring in
early winter, for example, would presumably be agged with significant antecedent
snow less frequently and/or over a smaller portibtine drainage area in a warmer
climate, but the effective basin area (respondmngrécipitation as rain) would
presumably be larger. Thus, in response to warnfiiogd risks could potentially
increase or decrease depending on the relativertampre of these two factors.
Seasonality of flooding may also play a role imsiant watersheds. One might
hypothesize, for example, that transient snow gats for which the largest floods
typically occur in early winter would see increasledding due to an increased effective
basin area producing runoff, whereas those thatailp experience flooding in the early

spring might see decreases in flooding due todasscedent snowpack.

In snowmelt dominant watersheds, for which mid-eitemperatures are frequently well
below freezing, flooding typically occurs in sprimgnen anomalously large snowpacks
have accumulated and either melt rapidly due towt@mperatures or are combined with
additional precipitation falling as rain. Increagitemperatures have been shown to result

in decreased spring snow accumulation (Hamlet &0dl5 (Chapter 4)), which would
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suggest decreased flood risks; however earlieavsredt and the resulting earlier soil
moisture recharge (Hamlet et al. 2006 (Chaptec&))d also potentially increase

flooding during some spring storms.

6.4. Methods and Experimental Design

As in Hamlet et al. (2005) (Chapter 4) we use\tagable Infiltration Capacity (VIC)
hydrologic model (Liang et al. 1994), implemente¢d/&" degree latitude/longitude
resolution over the West. Additional details oa thodel implementation are given in
Hamlet et al. 2005 (Chapter 4). In this study,als® make use of a daily time step
streamflow routing model described by Lohmann e{1#898), which is applied as a post
processing step to daily time step runoff and baget¢alculated by the VIC model for
each 1/8 degree grid cell. The routing model asesit hydrograph approach at the grid-
cell scale, combined with a simple channel rouialgeme that accounts for lateral
movement of water between grid cells. The modekdwmt include detailed information
about spatial variations in the unit hydrographsefach cell or about the detailed
hydraulic characteristics of the river channel egstbut is appropriate for large-scale
studies of this kind where such details are notc#rdral concern. It is important to
reiterate that we are examining hydrologic effeftslimatic variability and change on
natural streamflow, which is defined as the stréamthat would occur in the absence of

anthropogenic effects such as water managemeriaaddise change.

At very large spatial scales (i.e. river basinswitainage areas on the order of 0.0
km?), the VIC model has been shown to reproduce nlitadhmonthly streamflows for a
number of basins across the western U.S. with §idetity (Maurer et al. 2002). At
smaller spatial scales the model typically displaygse bias, although monthly
streamflow anomalies associated with climatic \ality are often well simulated when

the model bias is removed via statistical procesl(ivi@isin et al. 2006).
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Previous studies have also shown that the macte-shanges in snowpack and runoff
timing associated with warming and changing preain regimes in the western U.S.
are faithfully reproduced by the model, despitesl@asmaller spatial scales (Hamlet et al.
2005, 2006 (Chapter 4 and 5); Mote et al. 2009)e model is evaluated in the context

of climatic effects on flooding below.

Climatic Data

We take as our starting place the gridded' Hfgatial resolution meteorolgical data set for
the western U.S. described by Hamlet and Lettenm(2095) (Chapter 3) and used in
previous studies to investigate hydrologic tremdthe region (Hamlet et al. 2005, 2006
(Chapter 4 and 5); Mote et al. 2005). To investghe effects of Z0century warming

on floods, two variations of this daily temperatarel precipitation data set were
constructed, each representing an identical ptetipn time series for a specific
temperature regime associated with early and @fecntury conditions. To construct
these detrended data sets, for each grid cell achd @lendar month, linear trends in the
monthly average of daily maximum temperature (Tnand daily minimum

temperatures (Tmin) were removed from the timeesarlative to a specific “pivot year”

as follows:
Taglmonth] [year] = T.glmonth][year] + Trend[month] * (Pivot_Year — year)

Thus for a positive trend in temperature, tempeestin years before the pivot year were
increased, while temperatures in years after thet yiear were decreased. After the
monthly trend was removed, the original daily da&e scaled to recreate the adjusted
monthly value, while retaining the time series edats of the daily variations within the
month. Thus the long-term trends in maximum andimmim temperature were removed
but the daily covariability of temperature and ppéation was maintained as in the

historic record, and most of the statistics ofgpatial, seasonal, and interannual
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variability of temperature and precipitation aregerved in the adjusted data sets. Note,

however, that the trends in Tmax and Tmin weresdpiseparately for each month.

This procedure was carried out for a pivot yeat @5 (i.e. to create a data set consistent
with early 20" century temperatures), and for a pivot year of20@. to create a data set
consistent with late 2dcentury temperatures). The advantage of usirscgiproach is

that a long time series of precipitation and terapee variability, reflecting a wide range
of natural variability over the 30century, can be examined in the context of a sbesi
overall temperature regime. Thus we can examiaettects of natural variability that
occurred early in the century for a temperaturémegconsistent with the late 20

century, and vice versa. This also provides aelaample for evaluating in quantitative
terms the effects on flood statistics.

Climate categories (warm, neutral, cool) for intemaal ENSO and PDO variations were
based on the NINO3.4 index of Trenberth (1997) RB® index of Mantua et al. (1997)
and the definitions shown in Table 1.

Table 6.1 Retrospective definitions of warm, nalyand cool ENSO and PDO years

Climate Index Used Definition

Category

warm ENSO NINO3.4 > 0.5 std deviations above thamfer DJF mean
ENSO neutral NINO3.4 neither warm nor cool

cool ENSO NINO3.4 < -0.5 std deviations for DJF mea

warm PDO PDO > 0.5 std deviations above the mea®NDJFM mean
PDO neutral PDO neither warm nor cool

cool PDO PDO < -0.5 std deviations for ONDJFM mean

Note that we will examine the implications of irdenual variations in the PDO index

(rather than an epochal formulation) based on tiadyais of Newman et al. (2003) (Also
see discussion in Chapter 2).



89
Flood Frequency Estimation

For each river basin, and each of several daigastiflow simulation time series
(representing different temperature regimes antiorposites based on climatic
categories), the annual maximum series (AMS) & &&me series of the maximum daily
flow in each water year) was extracted. The GéduzedhExtreme Value (GEV)
probability distribution was fitted to each AMS ngiL-moment parameter estimation
techniques (Hosking and Wallis 1993; Stedinget.&083). Other parameter fitting
techniques for the GEV distribution were also tnesithg LH2 and LH4 moments (Wang
1997) and log normal (LN) and Extreme Value TygEV I) distributions were also
fitted to the data (Stedinger et al.1993). Thectasions for this large scale study were
not found to be very sensitive to the choice ofridtigtion or fitting technique, and the
GEV distribution using L-moment parameter estimaiwas used throughout given that
the true probability distributions (and the nataféhe changes in these distributions) in
each case are not known (Potter and Lettenmaid))1989though a regional fitting
procedure could also potentially be used, we iiteatly use at-site fits of the GEV,
because we are interested in quantifying the effetctvarming on basins with different
mid-winter temperature regimes, and in identifyihg spatial signature of PDO and
ENSO effects, effects that would potentially be keglsby regional estimators.

When fitting the probability distributions for floing associated with ENSO and PDO
climate categories, and data from 1973-2003, thesSAMm each basin was first
composited according to the climate category fliosvs for years that do not match the
climate category were excluded), and the data thene processed exactly as for the

entire data set.

Using the GEV parameters estimated in each casé&, th0, 20, 50, 100, 200, and 500-
year return period floods were calculated for eachlel forcing data set and climate

category. While the absolute value for each renge interval is estimated, we are
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primarily interested in changes in these quantitisl will present the results as changes

relative to a base condition.

Model Evaluation

As noted above, the VIC model has previously bessdand evaluated mostly for
relatively large river basins at the monthly tincals (e.g. Maurer et al. 2002). In this
study, we are fitting distributions to AMS for srhealspatial scales (down to about 1700
km?). In this section we evaluate the ability of thedel to capture the broad behavior of
flood regimes across the region using daily stréamélata from the USGS Hydro-
Climatic Data Network (HCDN) (Slack et al. 1993a-set of stations with long records
that are nominally unaffected by diversions or resie regulation. The test stations were
selected based on basin size (drainage area >rf7EBR0 mf)), the availability of

serially complete daily data for at least 50 years] coincidence with the pre-existing
VIC stream routing network. 80 stations satisfyihgse criteria were identified with
records from water year (WY) 1953-2003 [Note thatextended the HCDN records
(which originally ended in 1988) through 2003, gsourrent USGS station records].
These gaging stations were then registered witVt@estream routing network, and VIC
simulations were made for a coincident time petisithg observed temperature and
precipitation data (without temperature detrendinGEV probability distributions were

fit to the observed and simulated AMS as descrddea/e. The mean annual flood
(computed from the AMS, rather than the fitted rilisttion) and the average date of the

annual maximum (daily) flow were also calculatedldoth observed and simulated data.

To begin with, the model displayed considerable Imaattempting to reproduce the
mean annual flood in each test basin. Many oHB8®N basins are fairly small in size,
which exacerbates errors in the spatial distributibprecipitation in the gridded driving
data sets, and even in larger basins up to abgd0@&nf (the largest in the test data set)
errors in the simulated mean annual flood (not styomere frequently on the order of

50%. From this analysis it was clear that for aataly estimating the absolute value of



91
annual daily peak flows in each individual basire thodel and driving data sets were not

suitable for the intended analysis.

Several aspects of the flood response in each Hasiare important to this study,
however, were reasonably well simulated. Firgtig, model captured the seasonality of
flooding in each basin with reasonable fidelitymiost of the test basins (Figure 6.3 upper
left). This is important in the context of evalngttemperature related impacts on
flooding regimes, because the seasonal timingoofdihg is strongly related to
temperature effects associated with snow accunounlaind contributing basin area in the
western U.S.. Secondly the model was able to m®g@lausible simulations of the ratio
of the 100-year flood to the mean annual flood (Feg6.2 upper right and lower panels).
This analysis demonstrated that once the biasisithulated mean annual flood was
removed, the estimates of flood quantiles fromfittted GEV distributions were
reasonable in most cases. To exploit the strergjttiee model and to avoid the issue of
bias in the simulation of the mean annual floodwilereport only the relative changes
in flood quantiles associated various climatic ers:

The climate sensitivity of the model and probapititstribution fitting procedure was
also examined by compositing the data from 1953320Qwo ways. In the first case
(Figure 6.4 left panel) we composite the datalierperiod from 1973-2003 (31 of 51
years) for both observed and simulated data, fi¥ @&rameters, and estimate the 100
year event for each sample. The 100 year evernhé&composited data was then
compared to the 100-year event for the unconditisample (all data from 1953-2003)
for both VIC and HCDN observations. In the secoase (Figure 6.4 right panel) the
same procedure is followed except data are congabft all warm ENSO years from
1953-2003 (17 years of 51).
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The period from 1973-2003 is characterized botiwbymer temperatures and increased

cool season precipitation variability in comparisaith the entire 1953-2003 period
(Figure 6.1).
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Figure 6.3. Flood statistics from the VIC simubais compared with observations from the HCDN nekkwor
from 1953-2003: upper left: scatter plot of siated vs observed average WY date of flooding (day 1
Oct 1), upper right: scatter plot of the naturg &f the ratio of the 100 year flood to the meanuah

flood; lower: summary of GEYV fits for all statiofsr 5, 10, 20 50, and 100 yr return intervals, ditew
individual stations, line plots show the centraldency for all stations. Stations are color cologdegion

in upper two panels: Red = PNW, Blue = CA, GregbRB, Black = GB

The model suggests that increases in flood riske bacurred overall, and this is
corroborated by the observations, although the ingdgeals are stronger than observed
in some cases, particularly in the PNW. Some toiasrds predictions of “false
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increases” (the lower right quadrant of the figuae) also apparent. Regional scale

changes are simulated more accurately, howevesr@blines in Figure 6.4).

In the case of the warm ENSO composite, the smsdlemple size results in a large
increase in the absolute errors, which makes irge&apon more difficult. This sample
size is not representative of that available insiesitivity analysis shown in following
sections (where both PDO and ENSO composites taawpls sizes of about 30) so the

absolute errors shown are not the primary concern.
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Figure 6.4 Evaluation of model climate sensitivity; left panebmparison of VIC and HCDN changes in
the 100-year flood expressed as ratio between@Beygar event for the 1973-2003 composite (samnipée s
= 31) and the 1953-2003 100 year event; right parmmparison of VIC and HCDN changes in the 100-
year flood expressed as ratio between the 100epart for a warm ENSO composite (sample size = 17)
and the 1953-2003 100-year event. Stations am¥ coded: Red = PNW, Blue = CA, Green = CRB,
Black = GB. Color coded lines in both panels shegional average changes along the x axis (VIC
changes, shown as vertical lines), and along #rds/(OBS changes, shown as horizontal lines) htLig
lines parallel to the one-to-one line show appr@t@®20% error bounds.

Climatic signals associated with ENSO are broatiracterized by regional scale
redistributions of winter precipitation combinedtivmoderate temperature anomalies.
On a station by station basis, the model is nadrg xeliable predictor of changes in flood
risk associated with ENSO, especially for thistiei&y small temporal sample.
However, on a regional scale the model does beker.the PNW (red dots and lines in
Figure 6.4) a moderate shift towards lower flomtksiis apparent in both the

observations and simulations. For CA (blue dotslares in Figure 6.4), flood risks are



94
strongly lower in warm ENSO years in both the obagons and simulations. In the
CRB (green dots and lines in Figure 6.4) the olet@rs and simulations show little
overall shift in flood risks. Each of these efteis also broadly consistent with the
regional scale precipitation and streamflow sig@alsociated with warm ENSO

discussed in the introduction.

From the analysis described above we concludenthidé¢ the model has significant
limitations for estimating changes in flood risksany particular basin, it is well suited to
identifying large-scale changes in flood risks agsed with climate variability, which is
our primary objective here. We should state cletdndt large-scale hydrologic
experiments of the kind we undertake here, whitigling potentially useful

information about the changing nature of flood sisk a regional basis, cannot be

considered a replacement for more detailed studidse basin scale.

Test Basins

Having evaluated the model using a limited obsedagd set, we then constructed a
larger set of test basins to evaluate the sengitWiflood risks to climate across the
region. Rather than select test basins accordisgéaific river locations (e.g. U.S.
Geological Survey (USGS) gaging sites) we instezgigihed a large-scale sensitivity
study in which we used model simulations of AMSddirdrainage basins within the
region with drainage areas lying within specifiezkganges. In this way we can
examine the scale dependence of the results, vdtdaing a relatively large sample
size. This approach also has some advantagesintegpreting the effects of changing
flood risks as a function of mid-winter basin temgiare regimes and other climatic
effects, because we can show the effects over erwathige of conditions in a consistent
manner. The basin size ranges were selected @ugdodranges of 1/8degree cells
shown in Table 6.2.
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The basins in each category were selected sohét &) fall within the range of cells
and b) are unique (in the sense that the seleea&d$do not “nest” within any others in
the same size range). Because each basin isesklgctollowing the routing path
downstream until the first basin within the sizaga is found, in general the location
closest to the lower bound of the category is setkfirst (and basins whose downstream
most points are cells somewhat further downstre@mat duplicated in the list). For
each basin, the unadjusted daily average temperfxtam the VIC driving data set was
summarized for DJF for the period 1915-2003, anaimed for use in subsequent

categorization of results.

Table 6.2 Size definitions for simulated test bagised in the west-wide sensitivity study

Basin Size Range Approximate Basin
(number of 1/8 Size (knf)

degree cells)

12-25 1728
25-50 3600
50-100 7200
100-200 14400
200-400 28800
400-800 57600
800-1600 11520(
1600-3200 230400
> 3200 > 460800
> 4000 > 576000
> 5000 > 720000

In a few isolated cases the “flow” from a simulatEdinage network in the model does
not represent a point in a river channel. Thedsrgrainage network in the GB, for
example, represents the combined drainages thatlieeGreat Salt Lake, which is a
closed basin. One could argue that daily flooddencies in these specific cases are
probably not the most appropriate metric for hilglwfevents, but for completeness we
nonetheless include these combined drainages ianigsis.

6.5. Results and Discussion

In the following sections we present results fréna three model sensitivity studies

showing the effects of century scale warming, sggeative PDO ENSO variability, and
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changes in cool season precipitation variabilincsithe mid-1970s on flood risks across

the western U.S..

Effects of Century-Scale Warming

In this section we compare calculated flood risksoaiated with the 2003 temperature
regime with those associated with the 1915 temperatgime and diagnose the
dominant mechanisms that are responsible for thagds in the different test basins.
Figure 6.5 shows the changes in the 20-year floothie smallest basins (~1700 Rm
expressed as a ratio of the 2003 20-year floodldtvby the 1915 20-year flood.
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Figure 6.5. Ratio of estimated 20-year flood qies{2003 temperature regime/ 1915 temperature
regime) for the smallest basin size (12-25 celigym as a spatial plot (left panel) and a scattar(fower
right) showing the ratio as a function of DJF ageréemperatures in each basin. Inset figure (upglet)
shows a scatter plot of basins with DJF temperatbetween -6° and 1° C. Color coding in the scatte
plots identifies the month when flooding typicadigcurs in the simulations: red = Jan, purple =, kght
green = Mar, dark green = April, blue = May, blaclune
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Figure 6.6 shows the same results for three diftdvasin sizes. Relationships for flood
changes at longer return intervals (e.g. the 1@0-fleod) are similar (Figure 6.7). In the
scatter plots the relationship between basin aeealf- temperatures (and the month
when flooding typically occurs) and the ratio addtl quantiles are shown. Basin DJF
temperatures broadly categorize the response tmwarfor different basins. For basins
with mid-winter temperatures above 5° C (i.e. @ddminant), systematic changes in
floods are relatively small, and are probably duenbdest changes in antecedent soill
moisture conditions associated with changes in @ejon. For DJF temperatures below
about -6° C, flood risks are mostly reduced bydhserved warming. Most of these
basins are strongly snowmelt dominant, and expegi@mnual peak flows in spring

(usually in May or June).
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Figure 6.6 . Same as Figure 6.5, but showing re$aitthree different basin sizes: 12-25 cellf)le50-
100 cells (center), and 200-400 cells (right).
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Flood risks tend to decline in these basins becalisgstematic reductions in spring
snowpack. In some basins, however, the largestgit@ion events occur in late spring,
at a time when most of the snowpack has alreadtetheFor these basins, the annual
floods can increase in magnitude due to a comlmnatf elevated soil moisture in the
spring (Hamlet et al. 2006 (Chapter 5)) or enlargeatributing basin area due to warmer

temperatures.
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Figure 6.7. Same as Figure 6.6, but showing tlimated 100-year quantiles.

For basins with moderate mid-winter temperaturéséen about -6° C and 1° C, a wide
range of effects is apparent. The inset scattdrfpt this DJF temperature range (Figure
6.5) shows that there is a relationship betweenwnnder temperatures and the change in
the 20-year flood (i.e. warmer basins are lesdylikeeshow a decrease, and cooler basins
are more likely to show a decrease in the 100-ffead). In this kind of basin, the

effects on flood risks are ultimately determinedchynplex tradeoffs between antecedent
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snow conditions and the effective basin area douting to runoff from rainfall.
Consider a transient snow basin with mid-wintergenatures close to freezing that
typically experiences flooding in February or Mardh the 2003 climate the basin will
typically have accumulated less snow in DecembédrJamuary than in the 1915 climate,
which would tend to reduce flood risk, whereashie 2003 climate the contributing basin
area will tend to be larger than in the 1915 climaDepending on the relative size of
these two effects, the flood risk will either inase or decrease. These mechanisms are
broadly consistent with the dependence of chang#tei 20-year flood on mid-winter
temperatures, because the warmer basins tend ¢oléss/antecedent snowpack than
cooler basins —i.e. in warmer basins the effettasin enlargement dominates, whereas

in cooler basins the reduction in antecedent snowidates.

Transient snow basins are also sensitive to theosedity of trends in temperature in
each particular basin. For example, in a hypothébasin that typically floods in
February or March, if the warming trends are re#dsi large in December and January,
but are relatively small in February and Marchnthige effects due to decreased
antecedent snow will tend to dominate and the 20-fleod would tend to decrease. If
the situation is reversed and the warming trendsarall in December and January and
large in February and March, then the effects agtstwith enlarged contributing basin
area would tend to dominate. These tradeoffs ianegbly also present in the case of
snowmelt dominant basins (as discussed abovejrdndient basins are more sensitive

because the two effects are similar in magnitude.

Figures 6.6-6.7 show the results for three diffelesin sizes for 20 and 100-year
recurrence intervals respectively (note that tftentest panels in Figure 6.6 shows the
same results as Figure 6.5). The character akethdts is similar, however the
uncertainties in the 100-year flood estimates taed changes with warming) are
inherently larger than those shown for the shadgrrn interval. This increased

uncertainty in the 100-year flood changes is charatic of flood estimates based on
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fitted probability distributions, a process whigmtls to amplify the noise present in the
changes in more frequent flood events when extadingl to flood quantiles with longer
return intervals. [Note that such uncertaintiesilddend to be filtered out if a regional
scale analysis were used to obtain the fitted goitibadistributions, but for the reasons

discussed above we want to retain the spatiallji@xmformation.]

Figure 6.6 and Figure 6.7 also compare the efflistsissed above for several basin
sizes. Changes for larger spatial scales tend snaller, presumably due to cancellation
of effects from different changes in different qadsins. While there are some
differences between these results in terms oflltselate value of the changes
(decreasing as basin area increases), there imgdtare to suggest that the fundamental
mechanisms associated with warming that influetamling at daily time scales vary

strongly with basin scale.

Effects of Climate Variability on Flooding Risks

In this section we show the effects to flood ridke to a) temperature and precipitation
variability as related to PDO and ENSO categordes|, b) increased cool season
precipitation variability since 1973. In each c#se unconditional (not composited)
AMS used as a standard of comparison is basedeo88tyear time series for the
detrended 2003 temperature regime. After compasttiis time series by climate
category (e.g. extracting all warm ENSO years),lib@year flood based on the
composited data (see methods section) is compauthe tL00-year flood from the
unconditional 2003 distribution. Thus we examim@Pand ENSO variability in the
context of a systematically warmer climate assedatith the end of the 3tcentury.
This approach avoids problems with earlier yeathéndata set having a significantly

cooler temperature regime than latter years, anpiatyy confounding element.

Figure 6.8 and Figure 6.9 show the changes in@eygar flood at the smallest spatial

scale simulated. The clustering of flood changgsairticular geographic areas of the
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domain (e.g. effects of ENSO in near coastal ané&$A, OR and Northern CA) and the
lack of a coherent response associated with besipdrature regimes (scatter plots in
Figure 6.8 and Figure 6.9) suggests that the pyimmrchanism that determines flood
risks in certain climate categories is the spatistribution of winter storms. This is not
to say that cool season temperatures do not vahygNSO and PDO, or that these
variations do not play some role in determiningflaisks, but such effects are

apparently secondary to storm track behavior.
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Figure 6.8 Spatial and scatter plots for the sesabasin size (as in Figure 6.5) showing the i@ftibe
estimated 100-year flood for warm PDO (left panaigutral PDO (center panels), and cool PDO (right
panels) composites to the estimated 100-year floothe unconditional probability distribution. Bo
composite and unconditional probability distribatscare extracted from the 2003 temperature regime
streamflow simulations. Color coding in the scaptiats identifies the seasonality of flooding ag-igure
6.5.

During warm PDO and ENSO vyears, flood risks areegaty lower in the PNW and
northern CA, and higher in southern CA, the GB, tr&dCRB. For cool PDO and
ENSO categories this pattern is reversed. Thewedal spatial patterns are consistent
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with earlier studies examining cool season pregijgh anomalies associated with PDO

and ENSO (e.g. Dettinger et al. 1998; GurshenovBardett 1998).

The seasonality of flooding can also play a consiole role in the changes in flood risk
associated with ENSO and PDO variations, which lilage greatest effect on climate in
mid-winter. In areas that typically flood in Janpar February in the simulations (i.e.
relatively warm coastal areas) when precipitatignas are most pronounced, changes
in floods associated with ENSO and PDO may be ualyslarge. This can be seen in
the effects of ENSO on flood risks in basins in teas Washington and Oregon, for

example (Figure 6.9).
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Figure 6.9. Same as Figure 6.8 but showing warrB@Nleft panels), neutral ENSO(center panels), and
cool ENSO (right panels) composites.

Previous studies have shown positive reinforcerhetween PDO and ENSO effects
(Gershunov and Barnett 1998; Hamlet and Lettenni®i@fa; Mote et al. 2003), and



103
Figure 6.10 shows “in phase” (i.e. warm PDO/warm3&Nand cool PDO/cool ENSO)
effects from the simulations. Although the sangies are quite small in this instance
(about 12 in each case), and the sensitivity diidual basins may not be robust, there
does appear to be some positive reinforcement leet®w®O and ENSO effects in the

context of flood risks at the regional scale, maifarly in the southwest.
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Figure 6.10. Same as Figure 6.8 except showingwaim-PDO/warm-ENSO (left column) and cool-
PDO/cool-ENSO (right column) composites. [Blackas in the spatial plots are off scale on the liole]s

While the spatial distribution of effects is shoterbe influenced by ENSO and PDO,
there is a random component to the simulated sftbett is evident at the spatial scales

shown in Figures 6.8, 6.9, 6.10. The performariceeomodel in identifying changes in
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individual basins of this size does not encouragggaing great confidence to these basin
specific effects, and these patterns may in fawpki be an expression of modeling or
GEV parameter fitting uncertainties. At largertsascales, however, there are
sometimes spatially cohesive precipitation sigaaociated with PDO and ENSO that

create large changes in flood risks.
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Figure 6.11. Same as for Figure 6.8 except shoadmgposites based on all years from 1973-200for t
20-year (left panels), 50-year (center panels); Y& (right panels) return intervals comparechtogame
values for the unconditional probability distribars (all years from pivot 2003 simulations).

For the entire Sacramento San Joaquin basin (126®f), for example, the simulated
100-year flood (not shown) is about 35% highermiyicool ENSO years in comparison
with an unconditional sample, and at this spatialesthe model’s performance is

reasonably robust (see previous sections, Figdie Ghe effects of increased cool
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season precipitation variability on flood risks foconsistent late century
temperature regime is shown in Figure 6.11. Tisewelations suggest that increases in
flood risk have occurred over most of the regiom assult of the observed increases in
precipitation variability, despite the lack of atigar trends in precipitation. Because
these effects are similar over large areas of timeaih, they are also largely scale

independent, with large and small basins showinglai changes.

6.6. Summary and Conclusions

Our simulations suggest that large scale warmireg the western U.S. in the'20
century (on the order of 1° C) has resulted in glearin flood risks in many parts of the
region. These changes, rather than being orgagieegraphically or regionally, are
instead characterized by mid-winter temperaturenweg in each river basin. Relatively
warm rain dominant basins (> 5° C in mid winterpwsHittle systematic change.
Relatively cold snowmelt basins (< -6° C in mid tir) typically show reductions in
flood risks due to reductions in spring snowpabtoderately cold transient snow basins
show a very wide range of effects depending on &timg factors associated with the
relative role of antecedent snow and contributiagit area during storms that cause
flooding. While the absolute value of changingfiaisks is affected somewhat by basin
scale, the fundamental relationship to basin teatpegs in mid-winter is largely scale

independent in the simulations.

Climate variability associated with PDO and ENSé&baffect flood risk in the
simulations. In contrast to the effects associatitl 20" century warming, these effects
are characterized by regional scale patterns tleatansistent with the geographic
distribution of cool season precipitation that baen identified in many previous studies.
These effects are, in general, not scale indepeémadme simulations, although in some
areas where climatic signals are cohesive ovdyfiairge spatial scales, very large

changes in flood risks can occur in response toipitation patterns associated with
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PDO and ENSO. As for seasonal variations in ceaken precipitation, the largest

changes in flood risks are associated with yeaewWDO and ENSO are in phase.

The gridded precipitation data sets used in thidysshow clear increases in the
variability of cool season precipitation over ed&sly the entire region after about 1973.
When examined in the context of a consistent Iafec2ntury temperature regime, these
changes in variability are shown in the simulatitmsicrease flood risks over most of
the region. In contrast to the effects relatetttoperature and PDO ENSO variability
discussed above, there is no evidence in the siioogathat these changes in
precipitation are affecting the flood risks in difént regions or basin types in a unique
manner. More work is needed to determine if theses of changes in variability can be
rigorously attributed to global warming processes.

The simulated effects of century-scale warmingnmatic variations associated with the
PDO and ENSO, and Iatet%entury changes in precipitation variability oodtl risks
across the region provide evidence that flood r&sksnot constant in each year and are
slowly evolving as the region warms. The systémnmature of some of these changes
(particularly the effects of warming) raises intgneg and important research questions
regarding how to best account for these graduaihyveng flood risks in determining
design standards, updating flood inundation mapsteating scenarios for long-term
water planning studies. The evidence of interahefiects on flood risks associated with
ENSO and PDO variations raises similar questionis mgard to water management
applications at seasonal to interannual time scdtas not immediately clear, for
example, whether the advantages associated witlifiylag a potentially altered flood
probability distribution outweigh the disadvantagssociated with a smaller sample size
and increased uncertainty. The effects of in@@&®ol season precipitation variability
since the mid-1970s (whose root causes are notmifgsvell understood) also presents a
number of interesting questions about how to agipl/information to planning and

management applications. In particular it is neaclwhether the changes in precipitation
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variability over the region in the late ®@entury are systematic in nature (like
temperature changes), or whether this is just é@enomber of normal modes of natural
variability that has been coincident with largeleagarming. If these changes prove to
be related to systematic large-scale precipitatttanges associated with global warming,
then the potential to provide updated informatiarflood risks exists (as for temperature
effects). If these changes can not be shown &ysiematic in nature, then it is probably

inappropriate to isolate this time period in estimgflood risks.
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7. Final Overview and Conclusions

A summary and conclusions section is included ohed the preceding chapters, and the
reader is directed to these sections for a molddtoverview and discussion of each
component of the research. This section will @nésome overall conclusions at a

somewhat broader level of detail.

The results presented in the preceding chaptersignate that hydrologic variability in
the West has been evolving as the West has wamribe 20th century, and provides
evidence that temperature and precipitation tremdgundamentally different in
character and have played contrasting roles inetbadution. The hydrologic effects of
precipitation variability and trends are diffictdt interpret for several reasons. First, in
contrast to cool season temperatures, there atensistent large scale trends in cool
season precipitation that have accompanied the iwgrirom 1916-2003. For the period
from 1947-2003, for example, a period when regid@adperatures strongly increased in
the West, precipitation trends varied widely irfeliént parts of the West and were not
consistent overall with trends from 1916-2003 (Gbag,5,6). Second, a lack of
consistent large-scale cool season trends nottaittsg, there have been dramatic
changes in cool season precipitation variabilitgrahe West as a whole since the mid-
1970s (Chapter 6). Third, while cool season prtatipn appears not to be changing in
magnitude in a systematic manner as the West wavars) season precipitation has
increased steadily in many areas of the West, ls@gktobserved trends are relatively
robust to the time period examined (Chapter 5)e dtanges in observed precipitation
raise important questions about whether they datectin some way to regional
warming, why these effects vary seasonally, and th@y can best be projected forward
in the context of predicting regional-scale preeipon changes. The hydrologic impacts
of cool season precipitation changes are sometmueundly influenced by temperature
(e.g. in the effects to snowpack and runoff timiingcussed in Chapter 4 and 5), however



109
there are also instances when precipitation reletiedts are largely independent of
temperature. This is the case for trends in highation snowpack (Chapter 4), and for
changes in flood risk associated with ENSO, PD@,inoreased precipitation variability
from 1973-2003 (Chapter 6).

Although many important questions remain unanswakealit evolving precipitation
variability in the West, the effects of regionalrwang itself are relatively unambiguous.
Chapters 4-6 present evidence from model simulatfoarraborated by observations)
that increased temperatures have resulted in impointydrologic changes in areas of the
West with substantial snow accumulation in wint€hese impacts include reduced
snowpack, earlier snowmelt timing, earlier peakoftinncreased runoff in spring and
less in mid summer, earlier soil moisture rechamggeased ET in spring, and systematic
changes in flood risks. The hydrologic impactsvafming are organized spatially
according to mid-winter temperature regimes. CGadasbuntain ranges, where
temperatures are near the freezing level in midexjrare clearly identified as the most
sensitive areas to warming. Both warmer and cdobations are, in general, less
sensitive to warming alone, and instead responct mioectly to changes in precipitation

variability.

Observed warming in the western U.S. since the @art of the 28 century has been on
the order of one degree C. Future projectionstaseglobal climate model simulations
suggest that an additional rise in temperatur@woghly two degrees C by the second half
of the 2% century is probable (IPCC 2001). The evidendeyalfologic changes in the
20th century in response to an evolving climatéesyscall attention to important flaws

in the central assumptions of many planning andagament decision processes that are
dependent on quantitative analyses of the hydrolaggiord, or on the nature of
hydrologic variability. In particular, the assunapt that the hydrologic variability of the
past is both homogeneous in time and representattitres future variability is a

pervasive one in many water resources planningraarthgement decisions. This
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dissertation presents evidence that such assursgienalready questionable in sensitive
areas, and are likely to become inappropriate ochnharger scales as warming
progresses. In particular, changes in runoff tgr(@hapter 5) and flood risks (Chapter
6), suggest that ongoing changes in water managemo&cies may be needed both to
respond to the warming that has taken place sammario cope effectively with the
continued warming expected for the*2entury. In complex multi-objective reservoir
systems (e.g. the Columbia River basin, Colorad@iRvasin, and Sacramento/San
Joaquin basins), adaptation to changes in hydrohagiability will present challenging

legal, economic, socio-political, and engineeringigbems.

Although a detailed discussion of these plannirdjraanagement problems and specific
approaches to their solution is beyond the scopki®fvork, hydrologic modeling
provides an important input to studies designealidress these issues. With regard to
the impacts directly related to warming, water tegses planners and managers in the
West are presented with the extraordinary, andgpsrleven unprecedented, situation in
which forecasts of gradually evolving and appaselatigely monotonic increases in
temperature projected into the 21st century fatdithe prediction of systematic changes
in hydrologic variability that have direct beariag long-term planning. This research, in
addition to quantifying the changes that have tgiane so far, also outlines analytical
approaches that are potentially useful in evalgdtiure impacts. In particular the
mechanistic relationship between DJF temperaturdglee severity of temperature-
related impacts is a useful one with broad appbtoaio many global warming
investigations. The differences between precipiteand temperature related effects in
the historic record discussed above also suggastiianges in future hydrologic
variability will be defined by systematic increasesemperature in conjunction with
(possibly altered) decadal scale precipitationalality. This implies that both “warm

and wet” and “warm and dry” periods are likely wror at different times in the future,

with uncertain sequencing. Long-term planningwWater resources systems, which are
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by their nature long-lived systems, should probalolysider both scenarios in the context

of adaptation.
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